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Abstract. Generalized Partial Computation (GPC) is a program transformation method utilizing partial information about input data, abstract data types of auxiliary functions and the logical structure of a source program. GPC uses both an inference engine such as a theorem prover and a classical partial evaluator to optimize programs. Therefore, GPC is more powerful than classical partial evaluators but harder to implement and control. We have implemented an experimental GPC system called WSDFU (Waseda Simplify-Distribute-Fold-Unfold). This paper discusses the power of the program transformation system, its theorem prover and future work.

1 Introduction

Formal languages play a central role in all phases of software development: from the specification of an abstract software entity to the mapping of these onto hardware within space and speed constraints. But abstraction layers and modularity do not come for free: they add redundant computations, intermediate data structures, and other inefficiencies. Program transformation is considered to be a promising way to eliminate the inefficiencies.

Generalized Partial Computation (GPC) is a program transformation method utilizing partial information about input data, abstract data types of auxiliary functions and the logical structure of a source program.

The basic idea of GPC was reported at PEMC'87 [7]. GPC uses a theorem prover to solve branching conditions including unknown variables. It also uses the prover to decide termination conditions of unfolding and conditions for correct folding. The prover uses domain information about variables, abstract data types of auxiliary functions (knowledge database) and logical structures of programs to prove properties about variables and subexpressions.

⋆ On leave from DIKU, Department of Computer Science, University of Copenhagen.

Differences between classical partial evaluation [5, 21] and GPC as well as its details were described in [8, 28]. In the literature, GPC trees were used to describe the algorithm of GPC in detail. Although it was patented both in the US and in Japan [9, 15], it has not been fully implemented. A key element of GPC is the implementation of an efficient theorem prover.

We have tuned up Chang and Lee’s classical TPU [4] for our experimental GPC system called WSDFU (Waseda Simplify-Distribute-Fold-Unfold). This paper reports program transformation methods in WSDFU, the structures of the theorem prover, benchmark tests and future problems. The system has been implemented in Common Lisp (ACL) and its size is about 1500 lines of pretty-printed source code (60KB).

2 Outline of WSDFU

At present, WSDFU can optimize strict functional programs with call-by-value semantics. It can perform automatic recursion introduction and removal [1] using the program transformation system formulated by Burstall and Darlington [3, 27]. We also use an algebraic manipulation system [20] to simplify mathematical expressions and to infer the number of recursive calls in a program. GPC controls all environments including knowledge database, theorem prover, recursion removal and algebraic manipulation system. Program transformation in WSDFU can be summarized as follows. It proceeds in four steps:

1. Simplify expressions (programs) as much as possible (S).
2. If there is a conditional expression in a program, then distribute the context function over the conditional (D).
3. Try to fold an expression to an adequate function call (F).
4. If there is a recursive call which does not satisfy the termination conditions (W-redex), then unfold the call (U).

WSDFU iterates SDFU operations in this order until there remains no W-redex in a program. The system maintains properties of variables in the form of predicates such as integer \( u \) \( \wedge u > 0 \) or \( x = 71 \). Therefore, WSDFU can do all the partial evaluation so called online partial evaluators can do and more. The set of the predicates is called environment. The environment is modified by WSDFU in processes S and D using a theorem prover. Details of the S, D, F and U operations are described below using GPC trees. A source program is a program to be optimized by GPC (i.e. WSDFU, here). Every source program becomes a node of a GPC tree with a new attaced name to its node. Moreover, the GPC tree stands for the residual program (i.e. the result of the GPC) of the source program. We now describe each process in more detail.

Simplification Simplify a program (expression) using a theorem prover, algebraic manipulation [12, 19, 20, 26] and recursion removal system [12, 22, 27]. Here, we use a large knowledge database including mathematical formulas and
abstract data types of auxiliary functions. A simplification process is successful if the result entails the elimination of all recursive calls to the (user defined) source program through folding. Since the folding process comes after this process, the simplification process is nondeterministic. That is, if the folding process is unsuccessful, we backtrack our SDFU process to the simplification process that caused the folding process and undo the simplification and try another simplification if possible. Examples of simplification are shown below:

1. Let the current environment be $i$ and a source program be a conditional expression such as if $p(u)$ then $e_1$ else $e_2$. Then if $p(u)$ is provable from $i$ then the residual program is the result of GPC of $e_1$ with respect to $i \land p(u)$. If $\neg p(u)$ is provable from $i$ then the residual program is the result of GPC of $e_2$ with respect to $i \land \neg p(u)$. If neither of the above cases holds within a predetermined time, then the residual program is if $p(u)$ then (residual program of GPC of $e_1$ with respect to $i \land p(u)$) else (residual program of GPC of $e_2$ with respect to $i \land \neg p(u)$).

2. Let $\text{mod}(x, d)$ be a function computing the remainder of $x \div d$. Then $\text{mod}(x \ast y, d)$ is replaced by $\text{mod}(\text{mod}(x, d) \ast \text{mod}(y, d), d)$. The purpose of this replacement is to move the $\text{mod}$ function into the multiplication. This makes the folding of composite function with $\text{mod}$ easier.

3. If we know the termination of function $f$, $f(x) \equiv$ if $p(x)$ then $a$ else $f(d(x))$ is replaced by $a$, where $a$ is a constant.

4. If $f(a) = a$, then $f^m(a)$ is replaced by $a$ for $m > 0$.

**Distribution** Suppose that a source program $e$ contains a conditional expression such as if $p(u)$ then $e_1$ else $e_2$. Let $e$ be $\text{Cont}[\text{if } p(u) \text{ then } e_1 \text{ else } e_2]$. Then the operation to produce a program if $p(u)$ then $\text{Cont}[e_1]$ else $\text{Cont}[e_2]$ from $e$ is called *distribution*. Since WSDFU deals with only strict programs, the distribution operation preserves semantics of programs. GPC of $e$ wrt $i$ produces a GPC tree shown in Fig. 1. In the figure, $N_1$, $N_2$ and $N_3$ are new names attached to nodes. They also stand for function names defined by GPC subtrees. For example, $N_1(u) \equiv \text{if } p(u) \text{ then } \text{Cont}[e_1] \text{ else } \text{Cont}[e_2]$. Environments of nodes $N_2$ and $N_3$ are $i \land p(u)$ and $i \land \neg p(u)$, respectively.

![Fig. 1. GPC tree for distribution of a context over a conditional expression](image-url)

Suppose that a source program $e$ does not contain a conditional expression. Let $e$ be $\text{Cont}[e_1]$ and $e'_1$ be the result of GPC of $e_1$ wrt $i$. Then GPC of $e$ wrt $i$
produces a GPC tree shown in Fig. 2. In the figure, the environment of node \( N_2 \) is \( i \). This process can be considered as a part of the distribution.

\[
\begin{array}{c}
\text{Cont}_{e_1} \quad N_1(u) \\
\text{Cont}_{e_1'} \quad N_2(u)
\end{array}
\]

**Fig. 2.** GPC tree for distribution of a context over a simplified expression

**Folding** First, in a program \( e \), search for a sub-expression \( g(k(u)) \) that has an ancestor in the current GPC tree whose body is \( g(u) \) and the range of \( k(u) \) is a subset of the domain of \( u \) (Here, \( k \) is a primitive function. See Fig. 3). A theorem prover is used to check the inclusion which guarantees the correctness of our folding operation. Suppose that the node name of \( g(u) \) is \( N \). Then \( g(k(u)) \) is replaced by \( N(k(u)) \).

\[
\begin{array}{c}
g(u) \quad N(u) \\
\vdots \\
\ldots g(k(u)) \ldots \\
\text{Fold } g(k(u)) \text{ to } N(k(u)) \\
\ldots N(k(u)) \ldots
\end{array}
\]

**Fig. 3.** Folding in a GPC tree

If we find more than one \( g(k(u)) \)'s in a predetermined time, we fold each of them one by one independently. Therefore, this process may produce more than one residual program. For example, we can choose one \( g(k(u)) \) which ends up with the shortest residual program. Since the shortest program is not necessarily the most efficient, users can choose the most efficient program from the residual programs if they want to have this fine level of control; otherwise a solution can
be chosen automatically. We think the folding process is the most important operation in program transformation to obtain efficient residual programs [1].

**Unfolding** In [8], we defined a *P-redex* as a procedure call with an actual parameter whose range is in the proper subset of the domain of the function. Among P-redexes, those who do not satisfy the termination condition (iii) or (iv) described later are called *W-redexes* (*W* aseda-redexes). Only W-redexes are unfolded in WSDFU. If there exists more than one W-redex in a program, we choose the leftmost-innermost W-redex first. This process can be conducted non-deterministically or in parallel like folding. Folding and unfolding are repeatedly applicable to parts of the GPC tree being processed by WSDFU.

**Example of GPC: 71-function** Here, we show the GPC of the 71-function [8] $f(u)$ wrt integer $u$ where $f(u) \equiv \text{if } u > 70 \text{ then } u \text{ else } f(f(u + 1))$. Its GPC tree is shown in Fig. 4. Each $N_i$ in the figure is a label attached to each node. The $N_i$ stands for a function name defined by the GPC tree that has $N_i$ as a root. WSDFU terminates at leaves $N_5$ and $N_7$ because there is no recursive call at the nodes. WSDFU also terminates at node $N_4$ because the termination condition (i) described later applies. Since the range of $u + 1$ in $N_2$ is integer, underlined $f$ can be folded to $N_1$. Note here that WSDFU unfold $N_1$ at $N_3$. Each edge of the tree has a predicate as a label. The conjunction of all predicates that appear on the path from the root to a node stands for the environment of variable $u$ in the node. The residual program defined by the GPC tree is: $N_1(u) \equiv \text{if } u > 70 \text{ then } u \text{ else } N_3(u)$. $N_3(u) \equiv \text{if } u > 69 \text{ then } 71 \text{ else } f(N_3(u + 1))$. We eliminate recursion from $N_3$ utilizing an algebraic manipulation system [26] and get a new node: $N_3(u) = f^{70-u}(71) = 71$. Then by simplification, $N_1$ is transformed to

$$N_1(u) \equiv \text{if } u > 70 \text{ then } u \text{ else } 71.$$ 

This is the final residual program for $f(n)$.

### 3 Termination Conditions

Since in general the halting problem of computation is undecidable, termination conditions for WSDFU have to be heuristic. Here, we discuss halting problems specific to GPC. Execution of programs based on partial evaluation has two phases [6,16,17,21], i.e. preprocessing (partial evaluation) and remaining processing (final evaluation). The first phase should evaluate as many portions of a source program as possible in order to save time during the final evaluation. However, it should avoid working on portions of the program not needed in the final evaluation in order to save the partial evaluation time. Moreover, it should terminate because it is a preprocessor. The termination can be guaranteed by setting up maximum execution time and residual program size. Errors concerning partial evaluation are [13]:
Fig. 4. GPC of 71-function

1. Omission Error: We sometimes miss to evaluate a part of a source program that can be evaluated at the partial evaluation time in principle. This spoils the efficiency of a residual program.

2. Commission Error: We sometimes evaluate a part of a source program that is not evaluated in total computation. This causes a longer partial evaluation time and a larger residual program. This can also lead to transformation-time errors, such as if too-long-to-prove-but-always-true-predicate then e else 1/0 (division by zero).

Discussions here are not very formal but useful, we believe. Among the two errors above, the commission error is more dangerous. The termination conditions of unfolding a recursive call which we proposed in [8, 29] tend to commit too much. They are:

(i) The range of the actual parameter \( k(u) \) of a recursive call, e.g. \( f(k(u)) \), is the same as the one when \( f \) was called before in an ancestor node in a GPC tree.

(ii) The range of the actual parameter \( k(u) \) of a recursive call, e.g. \( f(k(u)) \), is not included in the domain of \( f \).

If condition (i) holds, then the GPC of the recursive call repeats the same computation as before. If condition (ii) holds, then the GPC of the recursive call does not make sense.

**New Termination Conditions** Here, we add two new termination conditions. Let the caller of a recursive call \( f(d_1) \) be \( f(d_2) \), and the ranges of \( d_1 \) and \( d_2 \) be \( A \) and \( B \), respectively. Let \( A' \) and \( B' \) be Cartesian products of components of \( A \) and \( B \), respectively, that correspond to variables appearing in a simplified recursion condition of \( f(d_2) \) wrt \( f(d_1) \). Where, a recursion condition of \( f(d_2) \)
wrt $f(d_1)$ stands for a condition in $f$ that caused the invocation of $f(d_1)$ from the GPC of $f(d_2)$. When $A'$ is infinite, the two new termination conditions are:

(iii) $A'$ is not a proper subset of $B'$.
(iv) Let $A' = A'_1 \times \cdots \times A'_q$ and $B' = B'_1 \times \cdots \times B'_q$. Then the set difference $B'_i \setminus A'_i$ is finite for $1 \leq i \leq q$.

Since the empty set is finite, conditions (i) and (iv) are not independent. Conditions (ii) and (iii) are not independent either because the domain of a function $f(u)$ and the range of its actual parameter $u$ is equal. (Conditions (i)–(iv) are checked in order (i)–(iv).) They are heuristics which means that the new range of the recursive call is not small enough to become finite in the future. Of course this is not always true. However, our experiments show that the new termination conditions prevent commission errors very well.

Here, we show five examples in order to look at the effectiveness of the new conditions. Without the new conditions, WSDFU could produce larger but not optimized residual programs for the examples, especially for Example 2 to Example 5, it could not terminate and it produces infinite residual programs.

**Example 1** Let $B$ be the set of all non-negative integers and $A$ be the set of all positive integers. Let $f(u) \equiv \text{if } u \leq 1 \text{ then } 1 \text{ else } f(u - 1) + f(u - 2)$. Assume that $f$ is defined on $B$. Since $A$ is infinite but the difference $B \setminus A$ is finite, $f(u - 2)$ satisfies condition (i), and $f(u - 1)$ satisfies (iv). The residual program produced here is the same as the source program. From the residual program, we can solve the recursion equation by an algebraic manipulation system [11, 26] to get a closed form below. This gives us a log($u$) algorithm for $f(u)$.

$$f(u) = \frac{\phi^u - \hat{\phi}^u}{\sqrt{5}} \quad \text{where } \phi = \frac{\sqrt{5} + 1}{2} \text{ and } \hat{\phi} = \frac{\sqrt{5} - 1}{2}$$

**Example 2** Let $f(m, n) \equiv \text{if } \mod(m, n) = 0 \text{ then } f(m/n, n + 1) + 1 \text{ else } 1$ for non-negative integer $m$ and positive integer $n$. Let $B = \{\text{non-negative integers}\} \times \{2\} = B_m \times B_n$ and $A = \{\text{non-negative integers}\} \times \{3\} = A_m \times A_n$. Now, we think about GPC of $f$ wrt $n = 2$. By substituting $n$ by 2, we get a new function $f(m, 2) \equiv \text{if } \mod(m, 2) = 0 \text{ then } f(m/2, 3) + 1 \text{ else } 1$. The ranges of actual parameters of $f(m, 2)$ and $f(m/2, 3)$ are $B$ and $A$, respectively. Since $A$ is not included in $B$, $f(m/2, 3)$ satisfies condition (iii) and GPC stops unfolding (Here, condition (ii) does not apply because $A$ is still in the domain of $f$). The residual program produced here is the same as the source program. This means that WSDFU does not spoil the source.

**Example 3** Let $f(m, n) \equiv \text{if } m = 0 \wedge n = n \text{ then } n \text{ else } f(m - 1, 3n)$ for non-negative integers $m$ and $n$. Then the simplified recursion condition of $f(m, n)$ wrt $f(m - 1, 3n)$ is $m \neq 0$. Therefore, we just check the ranges of $m$ (i.e. non-negative integer) in $f(m, n)$ and $m - 1$ (i.e. non-negative integer) in $f(m - 1, 3n)$ and find that termination condition (iv) holds for $f(m, 1, 3n)$. The residual
program produced here is the same as the source program except that the recursion condition is simplified. The same as for Example 1, by using an algebraic manipulation system, we produce the final residual program \( f(m,n) \equiv 3^m n \).

Example 4 Let \( h(u) \) be the Hailstorm function defined on positive integers: 
\[
h(u) \equiv \begin{cases} 1 & \text{if } u = 1 \\ \text{if } \text{odd}(u) \text{ then } h(3u + 1) \text{ else } h(u/2) & \end{cases}
\]
Here, \( h(u/2) \) satisfies condition (i) because \( \text{range}(u/2) = \text{all-positive-integers} \) for \( u > 1 \) \( \land \) \( \text{even}(u) \). \( h(3u + 1) \) does not satisfy any of them and the call is unfolded. See Fig. 5 for a complete GPC process. The residual program is 
\[
N_1(u) \equiv \begin{cases} 1 & \text{if } u = 1 \\ \text{if } \text{even}(u) \text{ then } N_1(u/2) \text{ else } N_1((3u + 1)/2) & \end{cases}
\]
Note that the residual program is a little bit more efficient than the source.

Example 5 Here, we think about GPC of \( \text{mod}(\exp(m,n),d) \) where \( \text{mod}(x,d) \equiv \text{the remainder of } x \div d \) and 
\[
\exp(m,n) \equiv \\
\begin{cases} 1 & \text{if } n = 0 \\ \text{else if } \text{odd}(n) \text{ then } m \ast \text{sqr}(\exp(m,(n-1)/2)) \\ \text{else } \text{sqr}(\exp(m,n/2)) & \end{cases}
\]
The drawback of the source program is to compute \( \exp(m,n) \) that cannot be tolerated when \( m \) and \( n \) are very large, say more than 100 digits each. Our residual program computes the result just using numbers less than \( d^2 \). The complete GPC process is shown in Fig. 6. We use the mathematical knowledge 
\[
\text{mod}(x \ast y,d) = \text{mod}(\text{mod}(x,d) \ast \text{mod}(y,d),d)
\]
in the transformation. The residual program is
\[ N_1(m, n, d) \equiv \]
\[
\begin{cases} 
1 & \text{if } n = 0 \\
\text{mod}(\text{mod}(m, d) \ast \text{mod}\left(\text{sqr}\left(N_1(m, (n-1)/2), d\right), d\right), d) & \text{else if } \text{odd}(n) \\
\text{mod}\left(\text{sqr}\left(N_1(m, n/2), d\right), d\right) & \text{else} 
\end{cases}
\]

We think this program is almost optimal for our purpose. Note that if we do not have condition (iv), \(N_1(m, n/2, d)\) in node \(N_3\) is unfolded and the size of the residual program is more than doubled without any remarkable efficiency gain.

\[ m, n: \text{non negative integer}, d: \text{positive integer} \]

\[ n = 0 \]
\[ n > 0 \quad (\text{unfolding of } \exp \text{ and distribution of } \text{mod}) \]
\[ \text{odd}(n) \quad \text{even}(n) \]

\[ \text{mod}(m \ast \text{sqr}(\exp(m, (n-1)/2), d), d) \quad \text{mod}\left(\text{sqr}(\exp(m, n/2), d), d\right) \]

(by the mathematical property of \text{mod})

\[ \text{mod}(\text{mod}(m, d) \ast \text{mod}\left(\exp(m, (n-1)/2), d\right), d) \quad \text{mod}\left(\text{sqr}(\text{mod}(\exp(m, n/2), d), d), d\right) \]

(by the mathematical property of \text{mod})

\[ \text{mod}(\text{mod}(m, d) \ast \text{mod}\left(\exp(m, (n-1)/2), d\right), d) \quad \text{mod}\left(\text{sqr}(N_1(m, n/2), d), d\right) \]

(fold to \(N_1\))

\[ \text{mod}\left(\text{mod}(m, d) \ast \text{mod}\left(\text{sqr}(N_1(m, (n-1)/2), d), d\right), d\right) \quad \text{mod}\left(\text{sqr}(N_1(m, n/2), d), d\right) \]

(fold to \(N_1\))

\[ \text{mod}\left(\text{sqr}(N_1(m, n/2), d), d\right) \quad N_3(m, n, d) \]

(terminate by (iv))

\[ \text{mod}\left(\text{sqr}(N_1(m, (n-1)/2), d), d\right) \quad N_2(m, n, d) \]

(terminate by (i))

Fig. 6. GPC of \(\text{mod}(\exp(m, n), d)\)

4 Theorem Prover

We have tuned up the classical TPU [4] theorem prover because it is powerful and the Lisp implementation is easy to modify. TPU is a uniform unit resolution theorem prover with set-of-support strategy, function depth test and subsumption test. We strengthened TPU with paramodulation so that theorems
including equalities could be dealt with easily. Furthermore, term rewriting facility was added to the prover. Before submitting to the prover, theorems are transformed to simpler or shorter form by rewriting rules. For example, atomic formula $x + 1 > 6$ is transformed to $x > 5$. The theorem prover plays the most important role in WSDFU (Fig. 7). The unfolding of a recursive call terminates on the failure of the prover proving a theorem (i.e., checking the termination or folding conditions) in a predetermined time [23, 24]. This may cause omission errors but we’d be rather afraid of commission errors.

Fig. 7. Structure of WSDFU

5 Benchmark Tests

This section describes 15 source programs and their residual programs produced automatically by WSDFU. All residual programs are almost optimal, we believe. Every residual program was produced in less than 100 seconds on a notebook PC with Pentium II processor 366MHz and Allegro Common Lisp 5.0.1 for Windows 98. Although we have dealt with more test programs, those shown here are representative and were chosen based on their simplicity and inefficiency. If a program is already optimal, it is impossible for WSDFU to produce a better one.

Here, we have three kinds of programs: In order to get almost optimal residual programs (1) WSDFU does not require any knowledge from users (5.1–5.10). (2) WSDFU needs some knowledge concerning source and subprograms from users (5.11–5.12). (3) WSDFU extensively uses an algebraic manipulation system and a recursion removal system (5.13–5.15).
Table 1. Results of benchmark tests. The rightmost column shows the number of times that the theorem prover was called during GPC of a given program. The time shown is the overall transformation time used by GPC.

<table>
<thead>
<tr>
<th>No.</th>
<th>Program</th>
<th>Time sec.</th>
<th>TPU call</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>mvhanoi</td>
<td>61.4</td>
<td>83</td>
</tr>
<tr>
<td>5.2</td>
<td>mvhanoi16</td>
<td>9.5</td>
<td>34</td>
</tr>
<tr>
<td>5.3</td>
<td>mvhanoi16a</td>
<td>8.8</td>
<td>32</td>
</tr>
<tr>
<td>5.4</td>
<td>mvhanoi3</td>
<td>43.5</td>
<td>103</td>
</tr>
<tr>
<td>5.5</td>
<td>mvhanoi3a</td>
<td>28.2</td>
<td>79</td>
</tr>
<tr>
<td>5.6</td>
<td>allonetwo</td>
<td>1.4</td>
<td>11</td>
</tr>
<tr>
<td>5.7</td>
<td>lengthcap</td>
<td>5.3</td>
<td>30</td>
</tr>
<tr>
<td>5.8</td>
<td>revapp1</td>
<td>2.9</td>
<td>22</td>
</tr>
<tr>
<td>5.9</td>
<td>revapp</td>
<td>6.0</td>
<td>40</td>
</tr>
<tr>
<td>5.10</td>
<td>matchaab</td>
<td>20.2</td>
<td>126</td>
</tr>
<tr>
<td>5.11</td>
<td>revrev</td>
<td>1.5</td>
<td>11</td>
</tr>
<tr>
<td>5.12</td>
<td>modexp</td>
<td>62.8</td>
<td>62</td>
</tr>
<tr>
<td>5.13</td>
<td>lastapp</td>
<td>4.4</td>
<td>31</td>
</tr>
<tr>
<td>5.14</td>
<td>f71</td>
<td>6.1</td>
<td>29</td>
</tr>
<tr>
<td>5.15</td>
<td>m91</td>
<td>94.0</td>
<td>305</td>
</tr>
</tbody>
</table>

Lisp is the source language of the GPC system, but here we use a more compact Pascal-like language to describe programs. Lists are written in Prolog style. For example, [], [a], [a, b] and [a, b|x] stand for NIL, cons(a, NIL), cons(a, cons(b, NIL)) and cons(a, cons(b, x)), respectively.

5.1 Towers of Hanoi Problem (mvhanoi)

The source program move(hanoi(n, a, b, c), n, m) is a naive version of computing the m-th move of 2^n − 1 moves to solve n disk Towers of Hanoi problem. Auxiliary functions hanoi and move are given below:

\[
hanoi(n, a, b, c) \equiv \begin{cases} 
[a, c] & \text{if } n = 1 \\
\textbf{else} & [\text{hanoi}(n - 1, a, c, b), [a, c]|\text{hanoi}(n - 1, b, a, c)] 
\end{cases}
\]

\[
move(s, n, m) \equiv \begin{cases} 
\textbf{if } n = 1 & \text{car}(s) \\
\textbf{else if } m = 2^{n-1} & \text{car}(\text{cdr}(s)) \\
\textbf{else if } m > 2^{n-1} & \text{move}(\text{cdr}(\text{cdr}(s)), n - 1, m - 2^{n-1}) \\
\textbf{else} & \text{move}(\text{car}(s), n - 1, m). 
\end{cases}
\]

The residual program is:

\[
N_1(n, m, a, b, c) \equiv \begin{cases} 
[a, c] & \text{if } n = 1 \\
\textbf{else} & \text{move}(\text{car}(s), n - 1, m). 
\end{cases}
\]
\begin{verbatim}
else if \( m = 2n-1 \) then \([a, c]\)
else if \( m > 2n-1 \) then \( N_1(n-1, m-2n-1, b, a, c) \)
else \( N_1(n-1, m, a, c, b) \).
\end{verbatim}

While the source is \( O(2^n) \), the residual is \( O(n) \) program if we assume computation of \( 2^n \) costs \( O(1) \).

### 5.2 Towers of Hanoi Problem (mvhanoi16)

We specialize \( \text{move}(\text{hanoi}(n, a, b, c), n, m) \) wrt \( m = 16 \), here. Therefore the source program is \( \text{move}(\text{hanoi}(n, a, b, c), n, 16) \) and the residual is \( N_1(n, a, b, c) \) below. The same as 5.1, while the source is \( O(2^n) \), the residual is \( O(n) \).

\begin{verbatim}
N_1(n, a, b, c) ≡ if 5 = n then \([a, c]\) else \( N_1(n-1, a, c, b) \).
\end{verbatim}

### 5.3 Towers of Hanoi Problem (mvhanoi16a)

We want to perform the same specialization as 5.2 but we use the residual program of 5.1 instead of using naive \( \text{hanoi} \) and \( \text{move} \) programs. Therefore, the source program is \( f(n, 16, a, b, c) \) where

\begin{verbatim}
f(n, m, a, b, c) ≡ 
if n = 1 then \([a, c]\)
else if \( m = 2n-1 \) then \([a, c]\)
else if \( m > 2n-1 \) then \( f(n-1, m-2n-1, b, a, c) \)
else \( f(n-1, m, a, c, b) \).
\end{verbatim}

The residual program is \( N_1(n, a, b, c) \) below. It is identical to the residual program in 5.2 but produced in shorter time.

\begin{verbatim}
N_1(n, a, b, c) ≡ if 5 = n then \([a, c]\) else \( N_1(n-1, a, c, b) \).
\end{verbatim}

### 5.4 Towers of Hanoi Problem (mvhanoi3)

We specialize \( \text{move}(\text{hanoi}(n, a, b, c), n, m) \) wrt \( n = 3 \), here. Therefore, the source program is \( \text{move}(\text{hanoi}(3, a, b, c), 3, m) \) and the residual program is \( N_1(m, a, b, c) \) below. While the source program is \( O(2^3) \), the residual program is \( O(3) \).

\begin{verbatim}
N_1(m, a, b, c) ≡ 
if m = 4 then \([a, c]\)
else if \( m > 4 \) then 
    if m = 6 then \([b, c]\)
    else if \( m > 6 \) then \([a, c]\)
    else \([b, a]\)
else if \( m = 2 \) then \([a, b]\)
else if \( m > 2 \) then \([c, b]\)
else \([a, c]\).
\end{verbatim}
5.5 Towers of Hanoi Problem (mvhanoi3a)

We want to perform the same specialization as 5.4 but we use the residual program of 5.1 instead of using naive hanoi and move programs. The same as 5.3, we obtain the same residual program as 5.4 but in a shorter time.

5.6 Elimination of Intermediate Data (allonetwo)

Source program allones(alltwos(x)) replaces every element of a given list by 2 and then replaces every 2 by 1. The residual program $N_1(x)$ directly replaces every element of a given list by 1. The efficiency gain here is that the residual does not produce an intermediate list consisting of 2.

\[
\begin{align*}
allones(x) & \equiv \text{if Null}(x) \text{ then } [] \text{ else } [1|allones(cdr(x))], \\
alltwos(x) & \equiv \text{if Null}(x) \text{ then } [] \text{ else } [2|alltwos(cdr(x))], \\
N_1(x) & \equiv \text{if Null}(x) \text{ then } [] \text{ else } [1|N_1(cdr(x))].
\end{align*}
\]

5.7 Elimination of Intermediate Data (lengthcap)

Source program length(cap(x, y)) makes the intersection of given two lists $x$ and $y$ and then scan the intersection for its length. The residual program $N_1(x, y)$ does not make the intersection itself but just counts its length.

\[
\begin{align*}
length(x) & \equiv \text{if Null}(x) \text{ then } 0 \text{ else } 1 + length(cdr(x)), \\
cap(x, y) & \equiv \\
& \quad \text{if Null}(x) \text{ then } [] \\
& \quad \text{else if Member(car(x), y) then } [car(x)|cap(cdr(x), y)] \\
& \quad \text{else } cap(cdr(x), y), \\
N_1(x, y) & \equiv \\
& \quad \text{if Null}(x) \text{ then } 0 \\
& \quad \text{else if Member(car(x), y) then } 1 + N_1(cdr(x), y) \\
& \quad \text{else } N_1(cdr(x), y).
\end{align*}
\]

5.8 Elimination of Intermediate Data (revapp1)

Source program rev(app(x, [y])) appends a unit list $[y]$ to a given list $x$ then reverses the appended list. The residual program $N_1(x, y)$ produces the same results without building the intermediate appended list. Program rev is a naive reverse programmed using append.

\[
\begin{align*}
rev(x) & \equiv \text{if Null}(x) \text{ then } [] \text{ else } app(rev(cdr(x)), [car(x)]), \\
app(x, y) & \equiv \text{if Null}(x) \text{ then } y \text{ else } [car(x)|app(cdr(x), y)], \\
N_1(x, y) & \equiv \text{if Null}(x) \text{ then } [y] \text{ else } app(N_1(cdr(x), y), [car(x)]).
\end{align*}
\]
5.9 Elimination of Intermediate Data (revapp)

Source program rev(app(x,y)) appends a list y to a list x then reverse the appended list. The residual program \( N_1(x, y) \) produces the same results without building the intermediate appended list.

\[
N_1(x, y) \equiv \text{if } \text{Null}(x) \text{ then } N_2(x, y) \text{ else app}(N_1(cdr(x), y), [\text{car}(x)]),
\]
\[
N_2(x, y) \equiv \text{if } \text{Null}(y) \text{ then } [] \text{ else app}(N_2(x, cdr(y)), [\text{car}(y)]).
\]

5.10 Pattern Matcher (matchaab)

Source program matchaab(x) is a non-linear pattern matcher that check if there is pattern \([a, a, b]\) in a given text \(x\). The residual program is a KMP type linear pattern matcher. Note that the pattern matcher used here in the source program is as naive as the one in [7, 18, 28], but more naive than the one used in [8].

\[
\text{matchaab}(x) \equiv f([a, a, b], x, [a, a, b], x),
\]
\[
f(p, t, p_0, t_0) \equiv
\begin{align*}
& \text{if } \text{Null}(p) \text{ then } \text{true} \\
& \text{else if } \text{Null}(t) \text{ then } \text{false} \\
& \text{else if } \text{car}(p) = \text{car}(t) \text{ then } f(cdr(p), cdr(t), p_0, t_0) \\
& \text{else if } \text{Null}(t_0) \text{ then } \text{false} \\
& \text{else } f(p_0, cdr(t_0), p_0, cdr(t_0)),
\end{align*}
\]

\[
N_1(x) \equiv
\begin{align*}
& \text{if } \text{Null}(x) \text{ then } \text{false} \\
& \text{else if } a = \text{car}(x) \text{ then } \\
& \begin{align*}
& \text{if } \text{Null}(cdr(x)) \text{ then } \text{false} \\
& \text{else if } a = \text{cadrr}(x) \text{ then } N_8(x) \\
& \text{else } N_9(x)
\end{align*}
\text{else } N_5(x),
\end{align*}
\]

\[
N_5(x) \equiv N_1(cdr(x)),
\]

\[
N_8(x) \equiv
\begin{align*}
& \text{if } \text{Null}(cddr(x)) \text{ then } \text{false} \\
& \text{else if } b = \text{cadrr}(x) \text{ then } \text{true} \\
& \text{else if } a = \text{cadrr}(x) \text{ then } N_8(cdr(x)) \\
& \text{else } N_9(cdr(x)),
\end{align*}
\]

\[
N_9(x) \equiv N_5(cdr(x)).
\]

5.11 List Reversal (revrev)

Source program rev(rev(x)) reverses a given list twice. The residual program \( N_1(x) \) just copy a given list \( x \). This time we gave knowledge about rev and append, i.e. \( \text{rev}(\text{append}(u, v)) = \text{append}(\text{rev}(v), \text{rev}(u)) \) to WSDFU before starting GPC.

\[
N_1(x) \equiv \text{if } \text{Null}(x) \text{ then } [] \text{ else } [\text{car}(x)]N_1(cdr(x))].
\]
5.12 Example 5 in Section 3 (modexp)
See Example 5 in Section 3 for problem description, source and residual programs.

5.13 Last Element of an Appended List (lastapp)
Source program last(app(x,[y])) appends a unit list [y] to a given list x and scan the appended list for the last element. The final residual program $N_1(x,y)$ directly returns $y$. This time we used a recursion removal system after getting a usual residual program to produce the final residual program.

$$
\text{last}(x) \equiv \text{if Null(cdr(x)) then car(x) else last(cdr(x))},
\text{N}_1(x,y) \equiv \text{if Null(x) then y else } \text{N}_1(cdr(x),y)
$$

5.14 71-function (f71)
See 71-function example and Fig. 4 in Section 2 for problem description, source and residual programs.

5.15 McCarthy’s 91-function (m91)
Source program $f(x)$ is McCarthy’s 91-function that is a complex double recursive function. The final residual program $N_1(x)$ is $O(1)$. We used a recursion removal system after getting a usual residual program to produce the final residual program.

$$
f(x) \equiv \text{if } x > 100 \text{ then } x - 10 \text{ else } f(f(x + 11)).
$$

First, GPC produces the following long residual program.

$$
\text{N}_1(x) \equiv \text{if } x > 100 \text{ then } x - 10 \text{ else } \text{N}_3(x),
\text{N}_3(x) \equiv
\text{if } x > 89 \text{ then }
\text{if } x > 99 \text{ then } 91
\text{ else if } x > 98 \text{ then } 91
\text{ else if } x > 97 \text{ then } 91
\text{ else if } x > 96 \text{ then } 91
\text{ else if } x > 95 \text{ then } 91
\text{ else if } x > 94 \text{ then } 91
\text{ else if } x > 93 \text{ then } 91
\text{ else if } x > 92 \text{ then } 91
\text{ else if } x > 91 \text{ then } 91
\text{ else if } x > 90 \text{ then } 91
\text{ else 91}
\text{else } f(\text{N}_3(x + 11))
\text{=} \text{if } x > 89 \text{ then } 91 \text{ else } f(\text{N}_3(x + 11)) \text{ (by simplification)}
\text{=} f(1+\left(\left(99-x\right)/11\right)/91) \text{ (by recursion removal)}
\text{=} 91. \text{ (by simplification)}
Finally, the following residual program was obtained.

\[ N_1(x) = \text{if } x > 100 \text{ then } x - 10 \text{ else } 91. \]

6 Future Problems

In the previous section, we have shown 15 GPC examples. Their residual programs are almost optimal. As shown in Table 1, transformation time is quite fast. However, we have not implemented such powerful program transformation methods as generalization of domains of functions, \( \lambda \) abstraction and tupling. The methods are consistent with WSDFU and it is not a difficult task to build them in WSDFU. The rest of this section describes the idea of extending WSDFU to include generalization, \( \lambda \) abstraction and tupling. We have shown some example source programs in [10, 14] including the maximum-segment-sum problem [2] that can be optimized by the extended WSDFU.

6.1 Generalization of Function Domain

As shown above, folding is one of the most useful operations in program transformation [1, 3]. Without this operation, we will not produce an optimal residual program from a source program very often. A function is easier to be folded to if it has a larger domain. Therefore, when we define an auxiliary function (i.e. a new node in GPC tree) for residual programs, it is better for folding to extend the domain of the function as much as possible. Generalization in program transformation was first discussed by Burstall and Darlington [3] and in partial evaluation by Turchin [30]. However, the extension of the domain is opposite to the specialization of programs. Therefore, we have to do both specialization and generalization in at the same time (or nondeterministically) to produce optimal residual programs. In our current implementation, the domain of a new function defined by WSDFU is given by the environment corresponding to the function. This domain is the most specialized one for the function in some sense. The outline of the modification to the current WSDFU to include a generalization strategy is described below.

Let \( e \) be a node in a GPC tree, \( e(u) \) be an expression in node \( e \) and \( D_e \) be the range of variable \( u \) at \( e \) (see Fig. 8).

First, we choose one subexpression \( g(u) \) of \( e(u) \) nondeterministically that includes \( h(k(u)) \) for a primitive function \( k \) and a recursive function \( h \). Let \( g(u) = C[h(k(u))] \), \( g'(v) = C[h(v)] \) and the domain of \( h \) be \( D_h \). Since \( k(D_e) \subseteq D_h \), \( g' \) is a generalized version of \( g \). Therefore, our generalization strategy is to perform GPC on \( g'(v) \) instead of \( g(u) \) (see Fig. 8). We add a GPC tree of \( g'(v) \) to an existing GPC forest. If \( g'(v) \) becomes a recursive function through a successful folding during its GPC process, generalization process is successful and \( C[h(k(u))] \) in node \( e \) is replaced by \( g'(k(u)) \). Otherwise, the generalization is unsuccessful and a GPC tree of \( g'(v) \) is discarded.
6.2 \(\lambda\)-Abstraction and Tupling

The \(\lambda\)-abstraction and tupling factorize similar computations in a source program and avoid to execute them more than once. The techniques were first used explicitly in program transformation in [3]. We can perform them in the simplification phase of WSDFU as follows.

Let \(h_1(k_1(u))\) and \(h_2(k_2(u))\) be procedure calls to recursive functions \(h_1\) and \(h_2\) in a program \(e(u)\), and assume that the domains of \(h_1\) and \(h_2\) are identical. Then we check the following two cases:

1. \(\lambda\) abstraction: If \(h_1 = h_2\) and \(k_1 = k_2\), then replace all \(h_i(k_i(u))\) in \(e(u)\) by a fresh variable \(y\) that does not appear in \(e(u)\) and let the new program be \(e'(u)\). Then replace \(e(u)\) by \((\lambda y.e'(u))h_1(k_1(u))\). This corresponds to the insertion of let-expressions in Lisp.

2. Tupling: If \(h_1(k_1(u)) \neq h_2(k_2(u))\), i.e. \(h_1 \neq h_2\) or \(k_1 \neq k_2\), then let \(h(u) \equiv \text{cons}(h_1(k_1(u)), h_2(k_2(u)))\) and check the following two cases:
   2.1 If \(h(u)\) can be folded to any ancestor node, say \(h'(u)\), then fold \(h(u)\) to it.
   2.2 If we can find a generalization of \(h(u)\), say \(h'(u)\), in a predetermined time, then perform the following operation: replace all \(h_1(k_1(u))\) and \(h_2(k_2(u))\) by \(\text{car}(y)\) and \(\text{cdr}(y)\) for a fresh variable \(y\) and let the new program be \(e'(u)\). Then replace \(e(u)\) by \((\lambda y.e'(u))(h'(u))\). If we cannot find a generalization of \(h(u)\), then stop tupling.

If the residual program of \(h(u)\) itself is recursive, then \(h'(u) \equiv h(u)\) in 2.2. Even when there are more than two functions involved, we can perform tupling the same as above.

**Example 6: List of Ascending Factorial Numbers** The source program \(\text{afl}(n)\) lists factorial numbers from 0! to \(n!\). The drawback of the program is to compute factorials \(n + 1\) times and costs \(O(n^2)\) multiplications. The residual program...
new_afl(n) compute \( n! \) just once and costs \( O(n) \) multiplications (see Fig. 9 and Fig. 10 for a complete GPC).

\[
afl(n) \equiv \begin{cases} 
[1] & \text{if } n = 0 \\
\text{app}(afl(n - 1), [\text{fact}(n)]) & \text{else}
\end{cases}
\]

\[
\text{fact}(n) \equiv \begin{cases} 
1 & \text{if } n = 0 \\
n \times \text{fact}(n - 1) & \text{else}
\end{cases}
\]

\[
\text{new}_afl(n) \equiv \text{cdr}(h'(n))
\]

\[
h'(n) \equiv [\text{fact}(n)|afl(n)] \equiv 
\begin{cases} 
[1|1] & \text{if } n = 0 \\
\text{else} (\lambda y.((\lambda z.[z]\text{app}(\text{cdr}(y), z)))(n \times \text{cdr}(y))(h'(n - 1))
\end{cases}
\]

\[
\sum_{n \geq 0} n \geq 0
\]

\[
\begin{array}{c}
n = 0 \\
[1] \\
\text{app}(afl(n - 1), [\text{fact}(n)])
\end{array}
\]

\[
n > 0
\]

\[
\text{unfold \text{fact}(n)}
\]

\[
\text{app}(afl(n - 1), [n \times \text{fact}(n - 1)])
\]

\[
\text{find } h'(n) \text{ by tupling}
\]

\[
(\lambda y.((\lambda z.[z]\text{app}(\text{cdr}(y), z)))(n \times \text{cdr}(y))(h'(n - 1))
\]

\[
\text{See Fig. 10 for } h'(n)
\]

**Fig. 9.** Finding \( h(n) \equiv [\text{fact}(n - 1)|afl(n - 1)] \) by tupling

\[
\sum_{n \geq 0} n \geq 0
\]

\[
\begin{array}{c}
n = 0 \\
[1|1] \\
[n \times \text{fact}(n - 1)|\text{app}(afl(n - 1), [\text{fact}(n)])]
\end{array}
\]

\[
n > 0
\]

\[
\text{unfold \text{fact}(n)}
\]

\[
[n \times \text{fact}(n - 1)|\text{app}(afl(n - 1), [n \times \text{fact}(n - 1)])]
\]

\[
\text{tupling and } \lambda \text{ abstraction}
\]

\[
(\lambda y.((\lambda z.[z]\text{app}(\text{cdr}(y), z)))(n \times \text{cdr}(y))(\text{fact}(n - 1)|afl(n - 1)))
\]

\[
\text{fold to } h'
\]

\[
(\lambda y.((\lambda z.[z]\text{app}(\text{cdr}(y), z)))(n \times \text{cdr}(y))(h'(n - 1))
\]

**Fig. 10.** GPC of \( h'(n) \equiv [\text{fact}(n)|afl(n)] \)
7 Conclusion

We have described GPC and WSDFU, a program transformation method using theorem proving combined with classical partial evaluation, and shown the results of a several benchmark tests using our present implementation. From the benchmark tests shown here, we can conclude that GPC is not far from being applicable to more practical problems. Also, we know how to strengthen WSDFU as described in Section 6.

We can say that our transformation method captures mathematical knowledge and formal reasoning. It allows to express source programs in a declarative, often inefficient style, and then to derive optimized versions exploiting that knowledge. As such GPC can play an important role in different phases of software development. Our next challenging problem is to implement a self-applicable GPC so that we can automatically generate generating extensions and compiler-compilers [6, 16, 17].
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