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Abstract. In recent years increasing consensus has emerged that program transformers, e.g., partial evaluation and unfold/fold transformations, should terminate; a compiler should stop even if it performs fancy optimizations! A number of techniques to ensure termination of program transformers have been invented, but their correctness proofs are sometimes long and involved. We present a framework for proving termination of program transformers, cast in the metric space of trees. We first introduce the notion of an abstract program transformer; a number of well-known program transformers can be viewed as instances of this notion. We then formalize what it means that an abstract program transformer terminates and give a general sufficient condition for an abstract program transformer to terminate. We also consider some specific techniques for satisfying the condition. As applications we show that termination of some well-known program transformers either follows directly from the specific techniques or is easy to establish using the general condition. Our framework facilitates simple termination proofs for program transformers. Also, since our framework is independent of the language being transformed, a single correctness proof can be given in our framework for program transformers using essentially the same technique in the context of different languages. Moreover, it is easy to extend termination proofs for program transformers to accommodate changes to these transformers. Finally, the framework may prove useful for designing new termination techniques for program transformers.

1 Introduction

Numerous program transformation techniques have been studied in the areas of functional and logic languages, e.g., partial evaluation and unfold/fold transformations. Pettorossi and Proietti [30] show that many of these techniques can be viewed as consisting of three conceptual phases which may be interleaved: symbolic computation, search for regularities, and program extraction.

Given a program, the first phase constructs a possibly infinite tree in which each node is labeled with an expression; children are added to the tree by unfolding steps. The second phase employs generalization steps to ensure that one constructs a finite tree. The third phase constructs from this finite tree a new program.

The most difficult problem for most program transformers is to formulate the second phase in such a way that the transformer both performs interesting optimizations and always terminates. Solutions to this problem now exist for most transformers.

The proofs that these transformers indeed terminate—including some proofs by the author—are sometimes long, involved, and read by very few people. One reason for this
is that such a proof needs to formalize what it means that the transformer terminates, and significant parts of the proof involve abstract properties about the formalization.

In this paper we present a framework for proving termination of program transformers. We first introduce the notion of an abstract program transformer, which is a map from trees to trees expressing one step of transformation. A number of well-known program transformers can be viewed as instances of this notion. Indeed, using the notion of an abstract program transformer and associated general operations on trees, it is easy to specify and compare various transformers, as we shall see.

We then formalize what it means that an abstract program transformer terminates and give a sufficient condition for an abstract program transformer to terminate. A number of well-known transformers satisfy the condition. In fact, termination proofs for some of these transformers implicitly contain the correctness proof of the condition. Developing the condition once and for all factors out this common part; a termination proof within our framework for a program transformer only needs to prove properties that are specific to the transformer. This yields shorter, less error-prone, and more transparent proofs, and means that proofs can easily be extended to accommodate changes in the transformer. Also, our framework isolates exactly those parts of a program transformer relevant for ensuring termination, and this makes our framework useful for designing new termination techniques for existing program transformers.

The insight that various transformers are very similar has led to the exchange of many ideas between researchers working on different transformers, especially techniques to ensure termination. Variations of one technique, used to ensure termination of positive supercompilation [35], have been adopted in partial deduction [23], conjunctive partial deduction [16], Turchin’s supercompiler [41], and partial evaluation of functional-logic programs [1]. While the technique is fairly easily transported between different settings, a separate correctness proof has been given in each setting.

It would be better if one could give a single proof of correctness for this technique in a setting which abstracts away irrelevant details of the transformers. Therefore, we consider specific techniques, based on well-known transformers, for satisfying the condition in our framework. The description of these techniques is specific enough to imply termination of well-known transformers, and general enough to establish termination of different program transformers using essentially the same technique in the context of different languages. As applications we demonstrate that this is true for positive supercompilation and partial deduction (in the latter case by a brief sketch).

The set of trees forms a metric space, and our framework can be elegantly presented using such notions as convergence and continuity in this metric space. We also use a few well-known results about the metric space of trees, e.g., completeness. However, we do not mean to suggest that the merits of our approach stem from the supposed depth of any of these results; rather, the metric space of trees offers concepts and terminology useful for analyzing termination of abstract program transformers.

Section 2 introduces program transformers as maps from trees to trees. This is then formalized in the notion of an abstract program transformer in Section 3. Section 4 presents positive supercompilation as an abstract program transformer. Section 5 presents the metric space of trees, and Section 6 uses this to present our sufficient condition for termination, as well as the specific techniques to satisfy the condition. Section 7 shows that positive supercompilation terminates. It also sketches Martens and Gallagher’s [26] generic algorithm for partial deduction as an abstract program
2 Trees in Transformation

We now proceed to show how program transformers may be viewed as maps that manipulate certain trees, following Pettorossi and Proietti [30].

**Example 1.** Consider a functional program appending two lists.

\[
\begin{align*}
a([], vs) &= vs \\
a(u : us, vs) &= u : a(us, vs)
\end{align*}
\]

A simple and elegant way to append three lists is to use the expression \(a(a(xs, ys), zs)\). However, this expression is inefficient since it traverses \(xs\) twice. We now illustrate a standard transformation obtaining a more efficient method.

We begin with a tree whose single node is labeled with \(a(xs, ys), zs\):

\[
\{a(xs, ys), zs\}
\]

By an unfolding step which replaces the inner call to append according to the different patterns in the definition of \(a\), two new expressions are added as labels on children:

\[
\begin{align*}
zs &= [] & a(xs, ys), zs & a(ys, zs) \\
a(ys, zs) & a(xs, ys), zs & a(u : a(us, ys), zs)
\end{align*}
\]

In the rightmost child we can perform an unfolding step which replaces the outer call to append:

\[
\begin{align*}
zs &= [] & a(xs, ys), zs & a(ys, zs) \\
a(xs, ys), zs & a(ys, zs) & a(u : a(us, ys), zs) & a(u : a(us, ys), zs)
\end{align*}
\]
The label of the new child contains an outermost constructor. For transformation to propagate to the subexpression of the constructor we again add children:

\[
\begin{align*}
&x := [] \\
&\quad a(a(xs, ys), zs) \\
&\quad a(xs, zs) \\
&\quad a(u : a(us, ys), zs) \\
&\quad u : a(a(us, ys), zs) \\
&u
\end{align*}
\]

The expression in the rightmost child is a renaming of the expression in the root; that is, the two expressions are identical up to choice of variable names. As we shall see below, no further processing of such a node is required. Unfolding the child with label \(a(y, zs)\) two steps leads to:

\[
\begin{align*}
&x := [] \\
&\quad a(a(xs, ys), zs) \\
&\quad a(xs, zs) \\
&\quad a(u : a(us, ys), zs) \\
&\quad u : a(a(us, ys), zs) \\
&u
\end{align*}
\]

The tree is now closed in the sense that each leaf expression either is a renaming of an ancestor’s expression, or contains a variable or a 0-ary constructor. Informally, a closed tree is a representation of all possible computations with the expression \(e\) in the root, where branchings in the tree correspond to different run-time values for the free variables of \(e\).

To construct a new program from a closed tree, we introduce, roughly, for each node \(\alpha\) with child \(\beta\) a definition where the left and right hand side of the definition are derived from \(\alpha\) and \(\beta\), respectively. More specifically, in the above example we rename expressions of form \(a(a(xs, ys), zs)\) as \(aa(xs, ys, zs)\), and derive from the tree the following new program:

\[
\begin{align*}
aa([], ys, zs) &= a(y, zs) \\
aa(u : us, ys, zs) &= u : aa(us, ys, zs) \\
a([], zs) &= zs \\
a(u : us, zs) &= u : a(us, zs)
\end{align*}
\]

The expression \(aa(xs, ys, zs)\) in this program is more efficient than \(a(a(xs, ys), zs)\) in the original program, since the new expression traverses \(xs\) only once.

The transformation in Example 1 proceeded in three phases—symbolic computation, search for regularities, and program extraction—the first two of which were
interleaved. In the first phase we performed unfolding steps that added children to the tree. In the second phase we made sure that no node with an expression which was a renaming of ancestor’s expression was unfolded, and we continued the overall process until the tree was closed. In the third phase we recovered from the resulting finite, closed tree a new expression and program.

In the above transformation we ended up with a finite closed tree. Often, special measures must be taken to ensure that this situation is eventually encountered.

**Example 2.** Suppose we want to transform the expression \( a(a(xs, ys), xs) \), where \( a \) is defined as in Example 1—note the double occurrence of \( xs \). As above we start out with:

\[
\{ a(a(xs, ys), xs) \}
\]

After the first few steps we have:

\[
\begin{align*}
& x := [] \quad \{ a(xs, []) \} \\
& x := [u:us] \quad \{ a(a(xs, ys), u:us) \} \\
& \quad \uparrow \quad \{ a(a(us, ys), u:us) \} \\
& \quad \uparrow \quad \{ a(a(us, ys), u:us) \}
\end{align*}
\]

Unlike the situation in Example 1, the label of the rightmost node is not a renaming of the expression at the root. In fact, repeated unfolding will never lead to that situation; special measures must be taken.

One solution is to ignore the information that the argument \( xs \) to the inner call and the argument \( xs \) to the outer call are the same. This is achieved by a *generalization* step that replaces the whole tree by a single new node:

\[
\{ \text{let } zs = xs \text{ in } a(a(xs, ys), zs) \}
\]

When dealing with nodes of the new form **let** \( z = e \) **in** \( e' \) we then transform \( e \) and \( e' \) independently. Thus we arrive at:

\[
\begin{align*}
& \{ \text{let } zs = xs \text{ in } a(a(xs, ys), zs) \} \\
& \quad \uparrow \\
& \{ \text{let } zs = xs \text{ in } a(a(xs, ys), zs) \}
\end{align*}
\]

Unfolding of the node labeled \( a(a(xs, ys), zs) \) leads to the same tree as in Example 1.

When generating a new term and program from such a tree, we can eliminate all let-expressions; in particular, in the above example, we generate the expression \( aa(xs, ys, xs) \) and the same program as in Example 1.

---

1 In some cases such let-expression elimination may be undesirable for reasons pertaining to efficiency of the generated program—but such issues are ignored in the present paper.
Again transformation proceeds in three phases, but the second phase is now more sophisticated, sometimes replacing a subtree by a new node in a generalization step.

Numerous program transformers can be cast more or less accurately in the three above mentioned phases, e.g., partial deduction [23, 26], conjunctive partial deduction [16], compiling control [10], loop absorption [31], partial evaluation of functional-logic languages [1], unfold/fold transformation of functional programs [11], unfold/fold transformation of logic programs [38], tupling [4, 29], supercompilation [39, 40], positive supercompilation [18, 35], generalized partial computation [15], deforestation [42], and online partial evaluation of functional programs [43, 33, 21].

Although offline transformers (i.e., transformers making use of analyses prior to the transformation to make changes in the program ensuring termination) may fit into the description with the three phases, the second phase is rather trivial, amounting to the situation in Example 1.

3 Abstract Program Transformers

We now formalize the idea that a program transformer is a map from trees to trees, expressing one step of transformation. We first introduce trees in a rigorous manner, following Courcelle [12].

**Definition 1.** A tree over a set $E$ is a partial map\(^2\) $t : \mathbb{N}_0^* \rightarrow E$ such that

1. $\text{dom}(t) \neq \emptyset$ ($t$ is non-empty);
2. if $\alpha\beta \in \text{dom}(t)$ then $\alpha \in \text{dom}(t)$ (dom(t) is prefix-closed);
3. if $\alpha \in \text{dom}(t)$ then $\{i \mid \alpha i \in \text{dom}(t)\}$ is finite ($t$ is finitely branching);
4. if $\alpha \beta \in \text{dom}(t)$ then $\alpha i \in \text{dom}(t)$ for all $1 \leq i \leq j$ ($t$ is ordered).

Let $t$ be a tree over $E$. The elements of $\text{dom}(t)$ are called nodes of $t$; the empty string $\epsilon$ is the root, and for any node $\alpha$ in $t$, the nodes $\alpha i$ of $t$ (if any) are the children of $\alpha$, and we also say that $\alpha$ is the parent of these nodes. A branch in $t$ is a finite or infinite sequence $\alpha_0,\alpha_1,\ldots \in \text{dom}(t)$ where $\alpha_0 = \epsilon$ and, for all $i$, $\alpha_{i+1}$ is a child of $\alpha_i$. A node with no children is a leaf. We denote by $\text{leaf}(t)$ the set of all leaves in $t$. For any node $\alpha$ of $t$, $t(\alpha) \in E$ is the label of $\alpha$. Also, $t$ is finite, if $\text{dom}(t)$ is finite. Finally, $t$ is singleton if $\text{dom}(t) = \{\epsilon\}$, i.e., if $\text{dom}(t)$ is singleton.

$T_\alpha(E)$ is the set of all trees over $E$, and $T(E)$ is the set of all finite trees over $E$.

**Example 3.** Let $E_H(V)$ be the set of expressions over symbols $H$ and variables $V$. Let $x, x_1, \ldots \in V$ and $a, \text{cons}, \text{nil} \in H$, denoting $(x : x_1)$ by $\text{cons}(x, x_1)$ and $[]$ by $\text{nil}$. Then let $L_H(V)$ be the smallest set such that $e_1, \ldots, e_n, e \in E_H(V)$ implies that $\text{let } x_1 \equiv e_1, \ldots, x_n \equiv e_n \text{ in } e \in L_H(V)$. The trees in Example 1 and 2 (ignoring labels on edges) are a diagrammatical presentation of trees over $E_H(V)$ and $L_H(V)$, respectively.

**Definition 2.** An abstract program transformer (for brevity also called an apt) on $E$ is a map $M : T(E) \rightarrow T(E)$.

\(^2\) We let $\mathbb{N}_0 = \mathbb{N} \setminus \{0\}$. $S^*$ is the set of finite strings over $S$, and $\text{dom}(f)$ is the domain of a partial function $f$. 

For instance, the sequences of trees in Example 1 and 2 could be computed by iterated application of some apt. How do we formally express that no more transformation steps will happen, i.e., that the apt has produced its final result? In this case, \( M \) returns is argument tree unchanged, i.e., \( M(t) = t \).

**Definition 3.**

1. An apt \( M \) on \( E \) terminates on \( t \in T(E) \) if \( M^i(t) = M^{i+1}(t) \) for some \( i \in \mathbb{N} \).
2. An apt \( M \) on \( E \) terminates if \( M \) terminates on all singletons \( t \in T(E) \).

Although apts are defined on the set \( T(E) \) of finite trees, it turns out to be convenient to consider the general set \( T\infty(E) \) of finite as well as infinite trees.

The rest of this section introduces some definitions pertaining to trees that will be used in the remainder.

**Definition 4.** Let \( E \) be a set, and \( t, t' \in T\infty(E) \).

1. The **depth** \( |\alpha| \) of a node \( \alpha \) in \( t \) is:

\[
|\epsilon| = 0 \\
|\alpha i| = |\alpha| + 1
\]

2. The **depth** \( |t| \) of \( t \) is defined by:

\[
|t| = \begin{cases} 
\max\{|\alpha| \mid \alpha \in \text{dom}(t)\} & \text{if } t \text{ is finite} \\
\infty & \text{otherwise}
\end{cases}
\]

3. The **initial subtree of depth** \( \ell \) of \( t \), written \( t[\ell] \), is the tree \( t' \) with

\[
\text{dom}(t') = \{ \alpha \in \text{dom}(t) \mid |\alpha| \leq \ell \} \\
t'(\alpha) = t(\alpha) \quad \text{for all } \alpha \in \text{dom}(t')
\]

4. For \( \alpha \in \text{dom}(t) \), \( t\{\alpha := t'\} \) denotes the tree \( t'' \) defined by:

\[
\text{dom}(t'') = (\text{dom}(t) \setminus \{\alpha \beta \mid \alpha \beta \in \text{dom}(t)\}) \cup \{\alpha \beta \mid \beta \in \text{dom}(t')\} \\
t''(\gamma) = \begin{cases} 
t'(\beta) & \text{if } \gamma = \alpha \beta \text{ for some } \beta \\
t(\gamma) & \text{otherwise}
\end{cases}
\]

5. We write \( t = t' \), if \( \text{dom}(t) = \text{dom}(t') \) and \( t(\alpha) = t'(\alpha) \) for all \( \alpha \in \text{dom}(t) \).

6. Let \( \alpha \in \text{dom}(t) \). The **ancestors of** \( \alpha \) in \( t \) is the set

\[
\text{anc}(t, \alpha) = \{ \beta \in \text{dom}(t) \mid \exists \gamma : \alpha = \beta \gamma \}
\]

7. We denote by \( e \rightarrow e_1, \ldots, e_n \) the tree \( t \in T\infty(E) \) with

\[
\text{dom}(t) = \{e\} \cup \{1, \ldots, n\} \\
t(e) = e \\
t(i) = e_i
\]

As a special case, \( e \rightarrow \) denotes the \( t \in T\infty(E) \) with \( \text{dom}(t) = \{e\} \) and \( t(e) = e \).

---

\(^3\) For \( f : A \rightarrow A, f^0(a) = a, f^{i+1}(a) = f^i(f(a)) \).
In the diagrammatical notation of Section 2, the depth of a node is the number of edges on the path from the root to the node. The depth of a tree is the maximal depth of any node. The initial subtree of depth $\ell$ is the tree obtained by deleting all nodes of depth greater than $\ell$ and edges into such nodes. The tree $t\{x:=\ell\}$ is the tree obtained by replacing the subtree with root $x$ in $t$ by the tree $t'$. The ancestors of a node are the nodes on the path from the root to the node. Finally, the tree $e\rightarrow e_1, \ldots, e_n$ is the tree with root labeled $e$ and $n$ children labeled $e_1, \ldots, e_n$, respectively.

4 Example: Positive Supercompilation

We present a variant of positive supercompilation [18, 35, 36, 37] as an abstract program transformer. We consider the following first-order functional language; the intended operational semantics is normal-order graph reduction to weak head normal form.

**Definition 5.** We assume a denumerable set of symbols for variables $x \in X$ and finite sets of symbols for constructors $c \in C$, and functions $f \in F$ and $g \in G$; symbols all have fixed arity. The sets $Q$ of programs, $D$ of definitions, $E$ of expressions, and $P$ of patterns are defined by:

$$
\begin{align*}
Q \ni q &::= d_1 \ldots d_m \\
D \ni d &::= f(x_1, \ldots, x_n) \quad \text{(f-function)} \\
&\quad | \quad g(p_1, x_1, \ldots, x_n) \quad \text{(g-function)} \\
&\quad | \quad \vdots \\
&\quad | \quad g(p_m, x_1, \ldots, x_n) \quad \text{(g-function)} \\
E \ni e &::= x \quad \text{(variable)} \\
&\quad | \quad c(e_1, \ldots, e_n) \quad \text{(constructor)} \\
&\quad | \quad f(e_1, \ldots, e_n) \quad \text{(f-function call)} \\
&\quad | \quad g(e_0, e_1, \ldots, e_n) \quad \text{(g-function call)} \\
P \ni p &::= c(x_1, \ldots, x_n)
\end{align*}
$$

where $m > 0, n \geq 0$. We require that no two patterns $p_i$ and $p_j$ in a g-function definition contain the same constructor $c$, that no variable occur more than once in a left side of a definition, and that all variables on the right side of a definition be present in its left side. By $\text{vars}(e)$ we denote the set of variables occurring in the expression $e$.

**Example 4.** The programs in Example 1–2 are programs in this language using the short notation $[]$ and $(x : xs)$ for the list constructors $\text{nil}$ and $\text{cons}(x, xs)$.

**Definition 6.** A substitution on $E_H(V)$ is a total map from $V$ to $E_H(V)$. We denote by $\{x_1:=e_1, \ldots, x_n:=e_n\}$ the substitution that maps $x_i$ to $e_i$ and all other variables to themselves. Substitutions are lifted to expressions as usual, and application of substitutions is written postfix.

For a substitution $\theta$, $\text{base}(\theta) = \{x \in X \mid x \theta \neq x\}$. A substitution $\theta$ is free for an $e \in E_H(V)$ if for all $x \in\text{base}(\theta)$: $\text{vars}(x \theta) \cap \text{vars}(e) = \emptyset$.

As we saw in Example 2, although the input and output programs of the transformer are expressed in the above language, the trees considered during transformation might have nodes containing let-expressions. Therefore, the positive supercompiler works on trees over $L$, defined as follows.
**Definition 7.** The set $\mathcal{L}$ of let-expressions is defined as follows:

$$\mathcal{L} \ni \ell := \text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e$$

where $n \geq 0$. If $n > 0$ then we require that $x_1, \ldots, x_n \in \text{vars}(e)$, that $e \not\in X$, and that $e\{x_1 := e_1, \ldots, x_n := e_n\}$ is not a renaming\(^4\) of $e$. If $n = 0$ then we identify the expression $\text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e$ with $e$. Thus, $\mathcal{E}$ is a subset of $\mathcal{L}$.

**Remark.** There is a close relationship between the set $\mathcal{E}$ of expressions introduced above and the set $\mathcal{E}_H(V)$ introduced in Example 3. In fact, $\mathcal{E} = \mathcal{E}_{\mathcal{U}FUG}(X)$. Therefore, in what follows we can make use of well-known facts about $\mathcal{E}_H(V)$ in reasoning about $\mathcal{E}$. Also, $\mathcal{L} = \mathcal{L}_{\mathcal{U}FUG}(X)$.

We now set out to formulate the unfolding and generalization operations mentioned in Section 2, as used in positive supercompilation. We begin with unfolding.

The following relation $\Rightarrow$ generalizes the small-step semantics for normal-order reduction to weak head normal form by propagating to the arguments of constructors and by working on expressions with variables; the latter is done by propagating unifications representing the assumed outcome of tests on constructors—notice the substitution $\{y := p\}$ in the third rule. Also, the reduction for let-expressions expresses the semantics of generalizations: that we are trying to keep things apart.

**Definition 8.** For a program $q$, the relations $e \rightarrow_{\theta} e'$ and $\ell \Rightarrow e$ where $e,e' \in \mathcal{E}$, $\ell \in \mathcal{L}$, and $\theta$ is a substitution on $\mathcal{E}$, is defined by:

$$f(x_1, \ldots, x_n) \triangleq e \in q \quad \frac{f(e_1, \ldots, e_n) \rightarrow_{\theta} \{x_1 := e_1, \ldots, x_n := e_n\}}{f(e_1, \ldots, e_n)}$$

$$g(c(x_1, \ldots, x_m), x_{m+1}, \ldots, x_n) \triangleq e \in q \quad \frac{g(c(e_1, \ldots, e_m), e_{m+1}, \ldots, e_n) \rightarrow_{\theta} \{x_1 := e_1, \ldots, x_n := e_n\}}{g(c(e_1, \ldots, e_m), e_{m+1}, \ldots, e_n)}$$

$$g(p, x_1, \ldots, x_n) \triangleq e \in q \quad \frac{g(y, e_1, \ldots, e_n) \rightarrow_{\{y := p\}} \{x_1 := e_1, \ldots, x_n := e_n\}}{g(y, e_1, \ldots, e_n)}$$

$$e \rightarrow_{\theta} e' \quad \& \quad \text{\theta is free for } g(e, e_1, \ldots, e_n) \quad \frac{g(e, e_1, \ldots, e_n) \rightarrow_{\theta} g(e', e_1, \ldots, e_n)}{g(e, e_1, \ldots, e_n) \\Rightarrow_{\theta} g(e', e_1, \ldots, e_n)}$$

$$i \in \{1, \ldots, n\} \quad \frac{e \rightarrow_{\theta} e'}{e \rightarrow_{\theta} e'}$$

$$i \in \{1, \ldots, n + 1\} \quad \frac{c(e_1, \ldots, e_n) \Rightarrow e_i}{c(e_1, \ldots, e_n) \Rightarrow e_i}$$

$\text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e_{n+1} \Rightarrow e_i$

The unfolding operation in positive supercompilation is called driving.

\(^4\) The notion of a renaming is defined below.
**Definition 9.** Let \( t \in T(\mathcal{L}) \) and \( \beta \in \text{leaf}(t) \). Then
\[
\text{drive}(t, \beta) = t\{\beta=t(\beta) \rightarrow e_1, \ldots, e_n\}
\]
where \( \{e_1, \ldots, e_n\} = \{e \mid t(\beta) \Rightarrow e\} \).

**Example 5.** All the unfolding steps in Examples 1–2 are, in fact, driving steps.

Next we set out to formulate the generalization operations used in positive supercompilation. In generalization steps one often compares two expressions and extracts some common structure; the *most specific generalization*, defined next, extracts the most structure in a certain sense.

**Definition 10.** Let \( e_1, e_2 \in \mathcal{E}_H(V) \), for some \( H, V \).

1. The expression \( e_2 \) is an instance of \( e_1 \), \( e_1 \leq e_2 \), if \( e_1 \theta = e_2 \) for a substitution \( \theta \).
2. The expression \( e_2 \) is a renaming of \( e_1 \) if \( e_1 \leq e_2 \) and \( e_2 \leq e_1 \).
3. A generalization of \( e_1, e_2 \) is an expression \( e_g \) such that \( e_g \leq e_1 \) and \( e_g \leq e_2 \).
4. A most specific generalization (msg) \( e_1 \cap e_2 \) of \( e_1 \) and \( e_2 \) is a generalization \( e_g \) such that, for every generalization \( e_g' \) of \( e_1 \) and \( e_2 \), it holds that \( e_g' \leq e_g \).
5. Two expressions \( e_1 \) and \( e_2 \) are incommensurable, \( e_1 \not\leftrightarrow e_2 \), if \( e_1 \cap e_2 \) is a variable.

**Example 6.** The following table gives example most specific generalizations \( e_1 \cap e_2 \) of \( e_1, e_2 \in \mathcal{E}_H(V) \) where \( (e_1 \cap e_2)\theta_i = e_i \) and \( x, y \in V, b, c, d, f \in H \).

<table>
<thead>
<tr>
<th>( e_1 )</th>
<th>( e_2 )</th>
<th>( e_1 \cap e_2 )</th>
<th>( \theta_1 )</th>
<th>( \theta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b )</td>
<td>( f(b) )</td>
<td>( x )</td>
<td>( {x := b} )</td>
<td>( {x := f(b)} )</td>
</tr>
<tr>
<td>( c(b) )</td>
<td>( c(f(b)) )</td>
<td>( c(x) )</td>
<td>( {x := b} )</td>
<td>( {x := f(b)} )</td>
</tr>
<tr>
<td>( c(y) )</td>
<td>( c(f(y)) )</td>
<td>( c(y) )</td>
<td>( {y := b} )</td>
<td>( {y := f(y)} )</td>
</tr>
<tr>
<td>( d(b,b) )</td>
<td>( d(f(b), f(b)) )</td>
<td>( d(x, x) )</td>
<td>( {x := b} )</td>
<td>( {x := f(b)} )</td>
</tr>
</tbody>
</table>

**Proposition 11.** Let \( H, V \) be some sets. For all \( e_1, e_2 \in \mathcal{E}_H(V) \) there is an msg which is unique up to renaming.\(^6\)

The following, then, are the generalization operations used in positive supercompilation; the operations are illustrated (together with driving) in Fig. 1.

**Definition 12.** Let \( t \in T(\mathcal{L}) \).

1. For \( \beta \in \text{leaf}(t) \) with \( t(\beta) = h(e_1, \ldots, e_n) \), \( h \in C \cup F \cup G \), and \( e_i \not\in X \) for some \( i \in \{1, \ldots, n\} \), define
\[
\text{split}(t, \beta) = t\{\beta=\text{let } x_1=e_1, \ldots, x_n=e_n \text{ in } h(x_1, \ldots, x_n) \rightarrow \}
\]

---

\(^5\) We may have \( n \geq 2 \) only when \( t(\beta) \) contains an outermost constructor of arity \( n \) with \( n \geq 2 \), and when \( t(\beta) \) contains a call to a \( g \)-function defined by \( n \) patterns with \( n \geq 2 \). For code generation purposes it is necessary in these cases to recall which constructor argument or which pattern each of the children \( e_1, \ldots, e_n \) corresponds to, but this issue is ignored in the present paper.

\(^6\) As a matter of technicality, we shall require that if \( e_1 \leq e_2 \) then \( e_1 \cap e_2 = e_1 \). In other words, whenever \( e_2 \) is an instance of \( e_1 \), the variable names of \( e_1 \cap e_2 \) will be chosen so that the resulting term is identical to \( e_1 \).
2. For $\alpha, \beta \in \text{dom}(t)$ with $t(\alpha), t(\beta) \in \mathcal{E}$, $t(\alpha) \cap t(\beta) = e$, $t(\alpha) = e\{x_1:=e_1, \ldots, x_n:=e_n\}$, $x_1, \ldots, x_n \in \text{vars}(e)$, $e \not\in X$, $t(\alpha)$ not a renaming of $e$, define

$$\text{abstract}(t, \alpha, \beta) = t\{\alpha:=\text{let } x_1=e_1, \ldots, x_n=e_n \text{ in } e \Rightarrow e\}$$

Remark. Note that the above operations are allowed only under circumstances that guarantee that the constructed let-expression is well-formed according to the conditions of Definition 7.

\[<Diagram>
\]

\textbf{Fig. 1.} Operations used in Positive Supercompilation
Example 7. The generalization step in Example 2 is an abstract step.

This completes the description of the unfolding and generalization operations in positive supercompilation. It remains to decide when to generalize. The following relation $\leq$ is used for that end.

**Definition 13.** The homeomorphic embedding embedding $\leq$ is the smallest relation on $E_H(V)$ such that, for all $h \in H$, $x, y \in V$, and $e_i, e'_i \in E_H(V)$:

\[
\begin{align*}
  x \leq y & \quad \exists i \in \{1, \ldots, n\} : e \leq e'_i \\
  e \leq h(e'_1, \ldots, e'_n) & \quad \forall i \in \{1, \ldots, n\} : e_i \leq e'_i \\
  h(e_1, \ldots, e_n) \leq h(e'_1, \ldots, e'_n) &
\end{align*}
\]

Example 8. The following expressions from $E_H(V)$ give examples and non-examples of embedding, where $x, y \in V$, and $b, c, d, f \in H$.

\[
\begin{align*}
  b \leq f(b) & \quad f(c(b)) \not\leq c(b) \\
  c(b) \leq c(f(b)) & \quad f(c(b)) \not\leq c(f(b)) \\
  d(b, b) \leq d(f(b), f(b)) & \quad f(c(b)) \not\leq f(f(b))
\end{align*}
\]

The rationale behind using the homeomorphic embedding relation in program transformers is that in any infinite sequence $e_0, e_1, \ldots$ of expressions, there definitely are $i < j$ with $e_i \leq e_j$.\(^7\) Thus, if unfolding is stopped at any node with an expression in which an ancestor’s expression is embedded, unfolding cannot construct an infinite branch. Conversely, if $e_i \leq e_j$ then all the subexpressions of $e_i$ are present in $e_j$ embedded in extra subexpressions. This suggests that $e_j$ might arise from $e_i$ by some infinitely continuing system, so unfolding is stopped for a good reason.

In some cases it is desirable to unfold a node even if its label expression has some ancestor’s expression embedded. In the variant of positive supercompilation studied in this paper, this is done in two situations; the first is when the expression is trivial.

**Definition 14.** An element of $L$ is trivial if it has one of the following forms:

1. $\texttt{let } x_1 = e_1, \ldots, x_m = e_m \texttt{ in } e$ where $m > 0$;
2. $c(e_1, \ldots, e_n)$;
3. $x$;

New leaf expressions, resulting from driving a node with a trivial expression, are strictly smaller than the former expression, in a certain order.

**Remark.** All non-trivial elements of $L$ are, in fact, elements of $E \setminus X$. Thus, the most specific generalization operation and the homeomorphic embedding relation which are defined on $E_H(V)$—but not on $L_H(V)$—apply to all non-trivial expressions. In particular, abstract$(t, \alpha, \beta)$ and split$(t, \beta)$ will be used only when $t(\alpha)$ and $t(\beta)$ are non-trivial.

The second situation in which we will unfold a node despite the fact that its expression has an ancestor’s expression embedded, is when the the first expression gave rise to several children corresponding to different patterns (as $a(a(x_8, y_8), z_8)$ whereas the

\(^7\) This property holds regardless of how the sequence $e_0, e_1, \ldots$ was produced—see Theorem 41.
new expression does not give rise to several children according to different patterns (as in \(a(u : a(us, ys), zs)\). In such cases, new information is available in the new expression, and it is desirable that this be taken into account by an unfolding step.

This idea is formalized by the following map \(B\), which gives a very simple version of the characteristic trees, studied by Leuschel and Martens [23] and others.

**Definition 15.** Define \(B : E \rightarrow \mathbb{B}\) by

\[
B(g(e_0, e_1, \ldots, e_m)) = B(e_0) \\
B(f(e_1, \ldots, e_m)) = 0 \\
B(c(e_1, \ldots, e_m)) = 0 \\
B(x) = 1
\]

We write \(e \preceq^* e'\) iff \(e \leq e'\) and \(B(e) = B(e')\).

This gives us enough terminology to explain when a leaf node should be driven: if its label is trivial, or if its label is non-trivial and no ancestor has a non-trivial label which is embedded with respect to \(\preceq^*\) in the leaf’s label.

To formulate positive supercompilation we finally need to express when a node needs no further processing. The following will be used for that.

**Definition 16.** Let \(t \in T_\infty(L)\). A \(\beta \in \text{leaf}(t)\) is processed if one of the following conditions are satisfied:

1. \(t(\beta) = c\) for some \(c \in C\);
2. \(t(\beta) = x\) for some \(x \in X_1\);
3. there is an \(\alpha \in \text{anc}(t, \beta) \setminus \{\beta\}\) such that \(t(\alpha)\) is non-trivial and a renaming of \(t(\beta)\).

Also, \(t\) is closed if all leaves in \(t\) are processed.

Positive supercompilation \(M_{ps} : T(L) \rightarrow T(L)\) can then be defined as follows.\(^8\)

**Definition 17.** Given \(t \in T(L)\), if \(t\) is closed \(M_{ps}(t) = t\). Otherwise, let \(\beta \in \text{leaf}(t)\) be an unprocessed node and proceed as follows.

if \(t(\beta)\) is trivial,  
or \(t(\beta)\) is non-trivial and \(\forall \alpha \in \text{anc}(t, \beta) \setminus \{\beta\} : t(\alpha)\) non-trivial \(\Rightarrow t(\alpha) \not\preceq^* t(\beta)\)

then \(M_{ps}(t) = \text{drive}(t, \beta)\)

else begin

let \(\alpha \in \text{anc}(t, \beta)\), \(t(\alpha), t(\beta)\) be non-trivial, and \(t(\alpha) \preceq^* t(\beta)\).

if \(t(\alpha) \leq t(\beta)\)

then \(M_{ps}(t) = \text{abstract}(t, \beta, \alpha)\)

else if \(t(\alpha) \leftrightarrow t(\beta)\)

then \(M_{ps}(t) = \text{split}(t, \beta)\)

else \(M_{ps}(t) = \text{abstract}(t, \alpha, \beta)\).

end

**Example 9.** The algorithm computes exactly the sequences of trees in Examples 1–2.

---

\(^8\) A number of choices are left open in the algorithm, e.g., how one chooses among the unprocessed leaf nodes. Such details are beyond the scope of the present paper.
Remark. The algorithm calls abstract and split only in cases where these operations are well-defined.

The above algorithm is not the simplest conceivable version of positive supercompilation; indeed, from the point of view of termination it is somewhat involved. In Section 7 we prove that it terminates.

5 The Metric Space of Trees

As suggested by the examples in Section 2, termination of an online program transformer amounts to a certain form of convergence of sequences of trees. We now review some fundamental definitions and properties from the theory of metric spaces, which is a general framework for the study of convergence—see, e.g., [32]. Metric spaces have many applications in computer science—see e.g., [25, 34].

Having introduced metric spaces, we then show that the set of trees over some set can be viewed as a metric space. Early papers addressing this idea include [2, 3, 6, 7, 8, 9, 12, 27]. More recent references appear in [25, 34]. Lloyd [24] uses the metric space of trees to present complete Herbrand interpretations for non-terminating logic programs.

Definition 18. Let $X$ be a set and $d : X \times X \to \mathbb{R}_+$ a map$^9$ with, for all $x, y, z \in X$:

1. $d(x, y) = d(y, x)$;
2. $d(x, y) = 0$ iff $x = y$;
3. $d(x, y) + d(y, z) \geq d(x, z)$.

Then $d$ is a metric on $X$, and $(X, d)$ is a metric space.

Example 10.

1. The function $d(x, y) = |x - y|$ is a metric on $\mathbb{R}$.
2. For a set $X$, the map $d : X \times X \to \mathbb{R}_+$,

\[
d_X(x, y) = \begin{cases} 
0 & \text{if } x = y \\
1 & \text{if } x \neq y
\end{cases}
\]

is a metric on $X$, called the discrete metric on $X$.

Definition 19. Let $(X, d)$ be a metric space.

1. A sequence $x_0, x_1, \ldots \in X$ stabilizes to $x \in X$ if there exists an $N$ such that, for all $n \geq N$, $d(x_n, x) = 0$.
2. A sequence $x_0, x_1, \ldots \in X$ is convergent with limit $x \in X$ if, for all $\varepsilon > 0$, there exists an $N$ such that, for all $n \geq N$, $d(x_n, x) \leq \varepsilon$.
3. A sequence $x_0, x_1, \ldots \in X$ is a Cauchy sequence if, for all $\varepsilon > 0$, there exists an $N$ such that, for all $m, n \geq N$, $d(x_n, x_m) \leq \varepsilon$.

Remark. Let $(X, d)$ be a metric space.

$^9 \mathbb{R}_+ = \{ r \in \mathbb{R} \mid r \geq 0 \}.$
1. A stabilizing sequence is convergent, and a convergent sequence is a Cauchy sequence. None of the converse implications hold in general.

2. Any sequence has at most one limit.

**Definition 20.** Let \((X,d)\) be a metric space. If every Cauchy sequence in \((X,d)\) is convergent then \((X,d)\) is **complete**.

**Definition 21.** Let \((X,d),(Y,d')\) be metric spaces. A map \(f: X \to Y\) is **continuous** at \(x \in X\) if, for every sequence \(x_0,x_1,\ldots \in X\) that converges to \(x\), \(f(x_0),f(x_1),\ldots \in Y\) converges to \(f(x)\). Also, \(f:X\to Y\) is **continuous** if \(f\) is continuous at every \(x \in X\).

**Example 11.** Let \((X,d)\) be a metric space. Let \(d_\mathbb{B}\) be the discrete metric on \(\mathbb{B} = \{0,1\}\). It is natural to view a predicate on \(X\) as a function \(p:X \to \mathbb{B}\) and say that \(p(x)\) is true and false if \(p(x) = 1\) and \(p(x) = 0\), respectively.

Then \(p\) is continuous iff for every sequence \(x_0,x_1,\ldots\) that converges to \(x\), the sequence \(p(x_0),p(x_1),\ldots\) converges to \(p(x)\).

**Remark.** Let \((X,d_X),(Y,d_Y),\) and \((Z,d_Z)\) be metric spaces. If \(f:X\to Y\) and \(g:Y\to Z\) are both continuous, then so is \(g \circ f:X\to Z\).

In the rest of this section \(E\) is some set. What is the distance between \(t,t' \in T_\infty(E)\)?

It is natural to require that trees which have large coinciding initial subtrees are close.

**Definition 22.** Define \(d:T_\infty(E) \times T_\infty(E) \to \mathbb{R}_+\) by:

\[
d(t,t') = \begin{cases} 
0 & \text{if } t = t' \\
2^{-\min\{\ell | t[\ell] \neq t'[\ell]\}} & \text{otherwise}
\end{cases}
\]

It is a routine exercise to verify that \((T_\infty(E),d)\) is indeed a metric space, which we call the **metric space of trees** (over \(E\)).

**Remark.**

1. A sequence \(t_0,t_1,\ldots \in T_\infty(E)\) stabilizes to \(t\) iff there exists an \(N\) such that, for all \(n \geq N\), \(t_n = t\).
2. A sequence \(t_0,t_1,\ldots \in T_\infty(E)\) converges to \(t\) iff for all \(\ell\), there exists an \(N\) such that, for all \(n \geq N\), \(t_n[\ell] = t[\ell]\).
3. A sequence \(t_0,t_1,\ldots \in T_\infty(E)\) is a Cauchy sequence iff for all \(\ell\), there exists an \(N\) such that, for all \(n \geq N\), \(t_n[\ell] = t_{n+1}[\ell]\).

The next result was first proved by Bloom, Elgot and Wright [7], and independently noted by Mycielski and Taylor [27] and Arnold and Nivat [3, 2].

**Proposition 23.** The **metric space** \((T_\infty(E),d)\) is **complete**.

The following connection between stability, convergence, and predicates does not hold in arbitrary metric spaces.

**Lemma 24.** A predicate \(p\) on \(T_\infty(E)\) is continuous iff for every convergent sequence \(t_0,t_1,\ldots \in T_\infty(E)\) with infinite limit \(t\), the sequence \(p(t_0),p(t_1),\ldots\) stabilizes to \(p(t)\).

---

This is not the usual definition of continuity, but it is well-known that this definition is equivalent to the usual one.
6 Termination of Transformers

We now give a condition ensuring termination of an abstract program transformer.

The idea in ensuring termination of an apt is that it maintains some invariant. For instance, a transformer might never introduce a node whose label is larger, in some order, than the label on the parent node. In cases where an unfolding step would render the invariant false, some kind of generalization is performed.

**Definition 25.** Let $M : T(E) \rightarrow T(E)$ be an apt on $E$ and $p : T_{\infty}(E) \rightarrow \mathbb{B}$ be a predicate. $M$ maintains $p$ if, for every singleton $t \in T(E)$ and $i \in \mathbb{N}$, $p(M^i(t)) = 1$.

**Definition 26.** A predicate $p : T_{\infty}(E) \rightarrow \mathbb{B}$ is finitary if $p(t) = 0$ for all infinite $t \in T_{\infty}(E)$.

**Definition 27.** An apt $M$ on $E$ is Cauchy if, for every singleton $t \in T_{\infty}(E)$, the sequence $t, M(t), M^2(t), \ldots$ is a Cauchy sequence.

The following theorem gives a sufficient condition for a program transformer to terminate.

**Theorem 28.** Let apt $M : T(E) \rightarrow T(E)$ maintain predicate $p : T_{\infty}(E) \rightarrow \mathbb{B}$. If

1. $M$ is Cauchy, and
2. $p$ is finitary and continuous,

then $M$ terminates.

Informally, the condition that $M$ be Cauchy guarantees that only finitely many generalization steps will happen at a given node, and the condition that $p$ be finitary and continuous guarantees that only finitely many unfolding steps will be used to expand the transformation tree. The first condition can be satisfied by adopting appropriate unfolding and generalization operations, and the second condition can be satisfied by adopting an appropriate criterion for deciding when to generalize.

Next we consider specific techniques for ensuring that an apt is Cauchy and that a predicate is finitary and continuous. We begin with the former.

**Definition 29.** Let $S$ be a set with a relation $\leq$. Then $(S, \leq)$ is a quasi-order if $\leq$ is reflexive and transitive. We write $s \prec s'$ if $s \leq s'$ and $s' \nleq s$.

**Definition 30.** Let $(S, \leq)$ be a quasi-order.

1. $(S, \leq)$ is well-founded if there is no infinite sequence $s_0, s_1, \ldots \in S$ with $s_0 > s_1 > \ldots$.
2. $(S, \leq)$ is a well-quasi-order if, for every infinite sequence $s_0, s_1, \ldots \in S$, there are $i < j$ with $s_i \leq s_j$.

An apt is Cauchy if it always either adds some new children to a leaf node (unfolds), or replaces a subtree by a new tree whose root label is strictly smaller than the label of the root of the former subtree (generalizes). This is how most online transformers work.
Proposition 31. Let \((E, \leq)\) be a well-founded quasi-order and \(M : T(E) \rightarrow T(E)\) an apt such that, for all \(t\), \(M(t) = \gamma \equiv t'\) for some \(\gamma, t'\) where

1. \(\gamma \in \text{leaf}(t)\) and \(t(\gamma) = t'(e)\) (unfold); or
2. \(t(\gamma) > t'(e)\) (generalize).

Then \(M\) is Cauchy.

Next we consider ways of ensuring that a predicate is (finitary and) continuous.

A family \(S\) of sets is of finite character if each set is a member if and only if all its finite subsets are members. Adapted to families of trees, the definition reads:

Definition 32. A family \(T \subseteq T_\infty(E)\) of trees is of finite character iff, for all \(t \in T_\infty(E)\):

\[
    t \in T \iff \forall \ell \in \mathbb{N} : [t[\ell]] \in T
\]

The following shows that a finitary predicate \(p : T_\infty(E) \rightarrow \mathbb{B}\) is continuous, if the family \(\{t \mid p(t) = 1\}\) is of finite character.

Proposition 33. Suppose \(p : T_\infty(E) \rightarrow \mathbb{B}\) is finitary and, for all \(t \in T_\infty(E)\),

\[
    p(t) = 1 \iff \forall \ell \in \mathbb{N} : p(t[\ell]) = 1
\]

Then \(p\) is continuous.

We end the section by reviewing instances of Proposition 33.

The following shows that a Cauchy transformer terminates if it never introduces a node whose label is larger than an ancestor’s label with respect to some well-quasi-order. This idea is used in a number of transformers [1, 16, 23, 35, 41]

Proposition 34. Let \((E, \leq)\) be a well-quasi-order. Then \(p : T_\infty(E) \rightarrow \mathbb{B}\),

\[
    p(t) = \begin{cases} 
    0 \text{ if } \exists \alpha, \alpha\beta \in \text{dom}(t) : t(\alpha) \leq t(\alpha\beta) \\
    1 \text{ otherwise}
    \end{cases}
\]

is finitary and continuous.

The following shows that a Cauchy transformer terminates if it never introduces a node whose label is not smaller than its immediate ancestor’s label with respect to some well-founded quasi-order.

Proposition 35. Let \((E, \leq)\) be a well-founded quasi-order. Then \(p : T_\infty(E) \rightarrow \mathbb{B}\),

\[
    p(t) = \begin{cases} 
    0 \text{ if } \exists \alpha, \alpha i \in \text{dom}(t) : t(\alpha) \not< t(\alpha i) \\
    1 \text{ otherwise}
    \end{cases}
\]

is finitary and continuous.

The following generalization of the preceding proposition is used in some techniques for ensuring global termination of partial deduction [26].
**Proposition 36.** Let \( \{ E_1, \ldots, E_n \} \) be a partition\footnote{That is, \( E_1, \ldots, E_n \) are sets with \( \bigcup_{i=1}^{n} E_i = E \) and \( i \neq j \Rightarrow E_i \cap E_j = \emptyset \).} of \( E \) and \( \leq_1, \ldots, \leq_n \) be well-founded quasi-orders on \( E_1, \ldots, E_n \), respectively. Then \( p : T_\infty(E) \to \mathbb{B} \),

\[
p(t) = \begin{cases} 
0 & \text{if } \exists \alpha, \alpha i \beta \in \text{dom}(t), j \in \{1, \ldots, n\} : t(\alpha), t(\alpha i \beta) \in E_j \land t(\alpha) \not\leq_j t(\alpha i \beta) \\
1 & \text{otherwise}
\end{cases}
\]
is finitary and continuous.

The following shows that one can combine well-quasi-orders and well-founded quasi-orders in a partition.

**Proposition 37.** Let \( \{ E_1, E_2 \} \) be a partition of \( E \) and let \( \leq_1 \) be a well-quasi-order on \( E_1 \) and \( \leq_2 \) a well-founded quasi-order on \( E_2 \). Then \( p : T_\infty(E) \to \mathbb{B} \),

\[
p(t) = \begin{cases} 
0 & \text{if } \exists \alpha, \alpha i \beta \in \text{dom}(t) : t(\alpha), t(\alpha i \beta) \in E_1 \land t(\alpha) \leq_1 t(\alpha i \beta) \\
0 & \text{if } \exists \alpha, \alpha i \in \text{dom}(t) : t(\alpha), t(\alpha i) \in E_2 \land t(\alpha) \not\leq_2 t(\alpha i) \\
1 & \text{otherwise}
\end{cases}
\]
is finitary and continuous.

The following shows that it suffices to apply a finitary and continuous predicate to the interior part of a tree.

**Definition 38.** For \( t \in T_\infty(E) \), define the interior \( t^0 \in T_\infty(E) \) of \( t \) by:

\[
dom(t^0) = (\text{dom}(t) \setminus \text{leaf}(t)) \cup \{e\}
\]

\[
t^0(\gamma) = t(\gamma) \quad \text{for all } \gamma \in \text{dom}(t^0)
\]

**Proposition 39.** Let \( p : T_\infty(E) \to \mathbb{B} \) be finitary and continuous. Then also the map \( q : T_\infty(E) \to \mathbb{B} \) defined by

\[
q(t) = p(t^0)
\]
is finitary and continuous.

It is not hard to see that one can replace in the proposition \( \bullet^0 \) by any continuous map which maps infinite trees to infinite trees.

7 Application: Termination of Positive Supercompilation

In this section we prove that positive supercompilation \( M_{ps} \) terminates. We do so by proving that \( M_{ps} \) is Cauchy and that \( M_{ps} \) maintains a finitary, continuous predicate.

We first prove that \( M_{ps} \) is Cauchy; the idea is to use Proposition 31. Indeed, \( M_{ps} \) always either unfolds by a driving step or replaces a subtree by a new leaf whose label is strictly smaller than the expression in the root of the former subtree. In which order?

**Proposition 40.** \( M_{ps} \) is Cauchy.
Proof. Define the relation $\succ$ on $\mathcal{L}$ by:

\[
\text{let } x'_1 = e'_1, \ldots, x'_m = e'_m \text{ in } e \succ \text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e \iff m = 0 \& n \geq 0
\]

It is a routine exercise to verify that $\succ$ is a well-founded quasi-order.

We now show that for any $t \in T(\mathcal{L})$

\[
M_{ps}(t) = t\{\gamma := t'\}
\]

where, for some $\gamma \in \text{dom}(t)$ and $t' \in T_{\infty}(\mathcal{L})$, either $\gamma \in \text{leaf}(t)$ and $t(\gamma) = t'(e)$, or $t(\gamma) \succ t'(e)$. We proceed by case analysis of the operation performed by $M_{ps}$.

1. $M_{ps}(t) = \text{drive}(t, \gamma) = t\{\gamma := t'\}$, where $\gamma \in \text{leaf}(t)$ and, for certain expressions $e_1, \ldots, e_n$, $t' = t(\gamma) \rightarrow e_1, \ldots, e_n$. Then

\[
t(\gamma) = t'(e)
\]

2. $M_{ps}(t) = \text{abstract}(t, \gamma, \alpha) = t\{\gamma := \text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e \rightarrow \}$, where $\alpha \in \text{anc}(t, \gamma)$, $t(\alpha) \neq t(\gamma)$, $t(\alpha), t(\gamma) \in \mathcal{E}$ are both non-trivial, $t(\alpha) \leq t(\gamma)$, $e = t(\alpha) \sqcap t(\gamma)$, and $t(\gamma) = e\{x_1 := e_1, \ldots, x_n := e_n\}$. Then $e = t(\alpha)$ and $t(\gamma) = t(\alpha)\{x_1 := e_1, \ldots, x_n := e_n\}$, but $t(\gamma) \neq t(\alpha)$, so $n > 0$. Thus:

\[
t(\gamma) \succ \text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e = t'(e)
\]

3. $M_{ps}(t) = \text{abstract}(t, \gamma, \beta) = t\{\gamma := \text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e \rightarrow \}$, where $\gamma \in \text{anc}(t, \beta)$, $t(\beta), t(\gamma)$ are both non-trivial, $t(\gamma) \not\leq t(\beta)$, $e = t(\gamma) \sqcap t(\beta)$, and where we also have $t(\gamma) = e\{x_1 := e_1, \ldots, x_n := e_n\}$. Then $t(\gamma) \neq e$, but $t(\gamma) = e\{x_1 := e_1, \ldots, x_n := e_n\}$, so $n > 0$. Thus:

\[
t(\gamma) \succ \text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e = t'(e)
\]

4. $M_{ps}(t) = \text{split}(t, \gamma) = t\{\gamma := \text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } h(x_1, \ldots, x_n) \rightarrow \}$ where, for some $\alpha \in \text{anc}(t, \gamma)$, $t(\alpha), t(\beta)$ are non-trivial, $t(\alpha) \leq^* t(\gamma)$, $t(\alpha) \leftrightarrow t(\gamma)$, and also $t(\gamma) = h(e_1, \ldots, e_n)$, where $h \in \mathcal{C} \cup \mathcal{F} \cup \mathcal{G}$.\footnote{Since $t(\gamma)$ is non-trivial, $t(\gamma)$ must have form $h(e_1, \ldots, e_n)$.} Here $n > 0$; if $n = 0$, then $t(\gamma) = h()$, but then $t(\alpha) \not\leftrightarrow t(\beta)$. Thus,

\[
t(\gamma) = h(e_1, \ldots, e_n) \succ \text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } h(x_1, \ldots, x_n) = t'(e)
\]

This concludes the proof. \qed

Next we prove that $M_{ps}$ maintains a finitary, continuous predicate.

The following result, known as Kruskal’s Tree Theorem, is due to Higman [19] and Kruskal [22]. Its classical proof is due to Nash-Williams [28].

**Theorem 41.** $(\mathcal{E}_H(V), \preceq)$ is a well-quasi-order, provided $H$ is finite.

**Proof.** Collapse all variables to one 0-ary operator and use the proof in [14]. \qed

**Corollary 42.** The relation $\preceq^*$ is a well-quasi order on $\mathcal{E}$.\footnote{Since $t(\gamma)$ is non-trivial, $t(\gamma)$ must have form $h(e_1, \ldots, e_n)$.}
Proof. Given an infinite sequence $e_0, e_1, \ldots \in \mathcal{E}$ there must be an infinite subsequence $e_{i_0}, e_{i_1}, \ldots$ such that $B(e_{i_0}) = B(e_{i_1}) = \ldots$. By Theorem 41\(^{13}\) there are $k$ and $l$ such that $e_{i_k} \leq e_{i_l}$ and then $e_{i_k} \preceq^* e_{i_l}$, as required. ■

**Proposition 43.** $M_{ps}$ maintains a finitary, continuous predicate.

**Proof.** Define $| \bullet | : \mathcal{E} \rightarrow \mathbb{N}$ by

$|g(e_0, e_1, \ldots, e_m)| = 1 + |e_0| + \ldots + |e_m|$

$|f(e_1, \ldots, e_m)| = 1 + |e_1| + \ldots + |e_m|$

$|e(e_1, \ldots, e_m)| = 1 + |e_1| + \ldots + |e_m|$

$|x| = 1$

Define $l : \mathcal{L} \rightarrow \mathcal{E}$ by:

$l(\text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e) = e\{x_1 := e_1, \ldots, x_n := e_n\}$

for $n \geq 0$.

Finally, define $\sqsubseteq$ on $\mathcal{L}$ by:

$\ell \sqsubseteq \ell' \iff |l(\ell)| > |l(\ell')| \text{ or, } |l(\ell)| = |l(\ell')| \& l(\ell) \geq l(\ell')$

It is a routine exercise to verify that $\sqsubseteq$ is a well-founded quasi-order using the fact that $\leq$ is well-founded.

Consider the predicate $q : T_\infty(\ell) \rightarrow \mathbb{N}$ defined by

$q(t) = p(t^0)$

where $p : T_\infty(\ell) \rightarrow \mathbb{N}$ is defined by:

$p(t) = \begin{cases} 0 & \text{if } \exists \alpha, \alpha \beta \in \text{dom}(t) : t(\alpha), t(\alpha \beta) \text{ are non-trivial } \& t(\alpha) \preceq^* t(\alpha \beta) \\ 0 & \text{if } \exists \alpha, \alpha i \in \text{dom}(t) : t(\alpha), t(\alpha i) \text{ are trivial } \& t(\alpha) \not\preceq t(\alpha i) \\ 1 & \text{otherwise} \end{cases}$

The sets of non-trivial and trivial expressions constitute a partition of $\mathcal{L}$. Also, $\preceq^*$ is a well-quasi-order on the set of non-trivial expressions (in fact, on all of $\mathcal{E}$) and $\sqsubseteq$ is a well-founded quasi-order on the set of trivial expressions (in fact, on all of $\mathcal{L}$). It follows by Proposition 37 that $p$ is finitary and continuous, and then by Proposition 39 that $q$ is also finitary and continuous.

It remains to show that $M_{ps}$ maintains $q$, i.e., that $q(M_{ps}^0(t_0)) = 1$ for any singleton $t_0 \in T_\infty(\mathcal{L})$.

Given any $t \in T_\infty(\mathcal{L})$ and $\beta \in \text{dom}(t)$, we say that $\beta$ is good in $t$ if the following conditions both hold:

(i) $t(\beta)$ non-trivial & $\beta \not\preceq \text{leaf}(t) \Rightarrow \forall \alpha \in \text{anc}(t, \beta) \setminus \{\beta\} : t(\alpha) \text{ non-trivial } \Rightarrow t(\alpha) \not\preceq^* t(\beta)$;

(ii) $\beta = \alpha i$ & $t(\alpha)$ trivial $\Rightarrow t(\alpha) \sqsubseteq t(\beta)$.

\(^{13}\) Recall that $\mathcal{E} = \mathcal{E}_{FUCUC}$ where $F, G, C$ are finite.
We say that $t$ is \textit{good} if all $\beta \in \text{dom}(t)$ are good in $t$.

It is easy to see that $q(t) = 1$ if $t$ is good (the converse does not hold). It therefore suffices to show for any singleton $t_0 \in T_\infty(\mathcal{L})$ that $M_{ps}^i(t_0)$ is good for all $i$. We proceed by induction on $i$.

For $i = 0$, (i)-(ii) are both vacuously satisfied since $t_0$ consists of a single leaf.

For $i > 0$, we split into cases according to the operation performed by $M_{ps}$ on $M_{ps}^{i-1}(t_0)$. Before considering these cases, note that by the definition of goodness, if $t \in T_\infty(\ell)$ is good, $\gamma \in \text{dom}(t)$, and $t' \in T_\infty(\ell)$, then $t\{\gamma := t'\}$ is good too, provided $\gamma\delta$ is good in $t\{\gamma := t'\}$ for all $\delta \in \text{dom}(t')$.

For brevity, let $t = M_{ps}^{i-1}(t_0)$.

1. $M_{ps}(t) = \text{drive}(t, \gamma) = t\{\gamma := t'\}$, where $\gamma \in \text{leaf}(t)$, $t' = t(\gamma) \rightarrow e_1, \ldots, e_n$, and

\{e_1, \ldots, e_n\} = \{e \mid t(\gamma) \Rightarrow e\}.

We must show that $\gamma, \gamma_1, \ldots, \gamma_n$ are good in $M_{ps}(t)$.

To see that $\gamma$ is good in $M_{ps}(t)$, note that if $t(\gamma)$ is non-trivial, then the algorithm ensures that condition (i) is satisfied. Condition (ii) follows from the induction hypothesis.

To see that $\gamma_i$ is good in $M_{ps}(t)$, note that condition (i) is vacuously satisfied. Moreover, when $\ell \Rightarrow e$ and $\ell$ is trivial, $\ell \sqsubseteq e$, so condition (ii) holds as well.

2. $M_{ps}(t) = \text{abstract}(t, \gamma, \alpha) = t\{\gamma := \text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e \Rightarrow \}$, where $\alpha \in \text{anc}(t, \gamma)$, $t(\alpha) \neq t(\gamma)$, $t(\alpha), t(\gamma) \in E$ are both non-trivial, $t(\alpha) \preceq t(\gamma)$, $e = t(\alpha) \sqcap t(\gamma)$, and $t(\gamma) = e\{x_1 = e_1, \ldots, x_n = e_n\}$.

We must show that $\gamma$ is good in $M_{ps}(t)$. Condition (i) holds vacuously, and (ii) follows from the induction hypothesis and $l(t(\gamma)) = l(\text{let } x_1 = e_1, \ldots, x_n = e_n \text{ in } e)$.

The remaining two cases are similar to the preceding case. \hfill \Box

Martens and Gallagher show, essentially, that an abstract program transformer terminates if it maintains a predicate of the form in Proposition 36 and always either adds children to a node or replaces a subtree with root label $e$ by a new node whose label $e'$ is in the same partition $E_j$ as $e$ and $e >_j e'$. In our setting this result follows from Propositions 31 and 36 (by Theorem 28).

Martens and Gallagher then go on to show that a certain generic partial deduction algorithm always terminates; this result follows from the above more general result. For brevity we omit the details.
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