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Abstract

Subtyping is used in language design, type checking and program analysis. Mitchell and others have studied the foundations of structural subtyping (primitive subtype relations only between type constants) in a monomorphic setting; that is, there is no let-construct that admits polymorphic use of variables in their languages.

Both Kaes and Smith investigate (ML-)polymorphic extensions of subtyping, though embedded in a system with overloading. Somewhat surprisingly, polymorphic subtyping has to date not been studied in isolation, and some of its central syntactic properties have not been investigated generally and systematically.

In this paper we study polymorphic subtyping, where the subtyping theory is not required to be structural. We observe that type schemes with subtyping qualifications are strictly necessary in order to obtain principal typing. We identify a new instance relation on typing judgements, the \textit{halbstark} relation. It is a hybrid, lying in strength between Mitchell’s original instance relation and Fuh and Mishra’s lazy instance relation. We present a sound and complete type inference algorithm in the style of Milner’s Algorithm W. The significance of the halbstark relation emerges from the fact that the algorithm is \textit{generic} in that it admits replacing typing judgements by any halbstark-equivalent judgements at any point. This provides a generalized correctness argument for Algorithm W independent of any particular constraint simplification strategy chosen.

Finally, we show that polymorphic typing judgements are preserved under let-unfolding, let-folding, and \(\eta\)-reduction, but not in general under \(\beta\)-reduction. The latter holds, though, if the subtyping discipline has the \textit{decomposition} property, which says that two function types are in a subtype relation only if their domain and range types are in the appropriate contra-/covariant subtype relation.

1 Introduction

We study the polymorphic generalization of monomorphic subtyping, as studied by Mitchell [Mit84, Mit91] and Fuh and Mishra [FM88, FM89, FM90]. In
contrast to them we shall not, however, assume that the subtyping theory is atomic; that is, has only primitive subtyping relations between type constants.

In this introduction we first recall some of the salient properties of monomorphic subtyping, leading us to the observation that a polymorphic generalization must allow for subtype-qualified type schemes. In Section 2 we present the basic typing rules for polymorphic subtyping and present a generic syntax-directed algorithm, modeled after Algorithm W, that is syntactically sound and complete for the typing rules.

The main novelty of Section 2 is the identification of the importance of a hybrid instance relation on typing judgements, which combines Mitchell's original instance relation [Mit84] with Fuh and Mishra's lazy instance relation [FM89]. We call it the halbstark instance relation, and the induced equivalence the halbstark-equivalence on typing judgements. Algorithm W computes a typing judgement \( C, A \vdash e : \tau \) for given type environment \( A \) and expression \( e \) (\( C \) is a set of subtype constraints, and \( \tau \) is a simple type). In practice, the constraints (and types) produced by type inference are simplified in order to reduce the number of constraints generated and the number of constraints copied for each use of a let-bound variable \( x \) [FM89], also in nonstructural subtyping theories [AW93, Pot96]. In principle, any such simplification strategy used has to be subjected to a new proof of correctness when used inside a polymorphic type inference algorithm.

Our Algorithm W is generic in that it admits arbitrary transformation of typing judgements as long as the transformed judgement is halbstark-equivalent with the original one. This entails that any simplification strategy is correct — that is, preserves soundness and completeness — as long as the simplification strategy preserves halbstark-equivalence. The simplification strategies of G-simplification and S-simplification — though somewhat restricted — of Fuh and Mishra preserve halbstark equivalence. So do the simplifications described by Smith. One particular consequence of Algorithm W's correctness is the Principal Type Property.

In Section 3 we show that typing judgements are closed under various transformations of the underlying expression: \( \eta \)-reduction, let-unfolding and let-folding. \( \beta \)-reduction does not generally preserve typing judgements; it does, though, if function types are in a subtype relation only if the domain and range types are in the appropriate subtype relation. This property holds not only in structural subtyping systems, but also in many nonstructural ones, such as ones with recursive types. One particular consequence of these subject reduction/expansion results is that typing is invariant under let-folding and unfolding. In particular, we can always find the (principal) type of an expression under given assumptions by first eliminating all let-expressions by unfolding and then applying monomorphic subtype inference. This is analogous to the relation of ML (Damas-Milner) to simple (Curry-Hindley) typing, and it has analogous consequences; for example, determining whether a closed expression has a simple type over an atomic subtyping theory where the primitive subtyping form a forest of lattices on type constants is DEXPTIME-complete, by application of results of Kanellakis, Mairson, Mitchell [Mai90, KMM91], Kfoury, Tiuryn, Urzyczyn [KTU90] and Tiuryn [Tiu92].
1.1 Principality

Note: The remaining parts of the introduction presuppose some knowledge of monomorphic subtyping. All the relevant terms and notation for this paper are introduced in the following section, however.

There are two commonly known notions of instance relations between typing judgements: the strong (Fuh/Mishra, lazy) instance relation and the weak (Mitchell) instance relation. A derivable typing judgement \( t \equiv (C, A \vdash e : \tau) \) is principal for a given instance relation \( \preceq \) if any other derivable judgement for \( e \) is an instance of \( t \). A principal typing is thus a single description for all the possible typings a given expression can have. In particular, all the other typings for \( e \) can be derived from a principal one, if we add the admissible rule

\[
\text{INST } \frac{C, A \vdash e : \tau}{C', A' \vdash e : \tau'} \quad (\text{if } (C, A \vdash e : \tau) \preceq (C', A' \vdash e : \tau'))
\]

1 to our typing rules.

But why should we be interested at all in having a single description for a typing from which all other typings are derivable? Consider an expression \( e' \) that has an occurrence of \( e \); that is, \( e' \equiv C[e] \) for some context \( C[] \). In the process of deriving a typing for \( e' \) we have to derive a judgement for \( e \). Which one of the possibly many typings for \( e \) is required depends on the context \( C[] \); for example, if \( e' = ee'' \) then the typing for \( e \) better be such that \( e \) has a function type that is appropriate for application to \( e'' \). The critical point, if not the defining property of principal typings, is that we can factor any typing for \( e \) whatsoever through a principal one. So, we can first “blindly” infer a principal typing judgement for \( e \) without any regard to (or need to know) the particular context in which \( e \) occurs, and then we can adapt that typing by applying the INST-rule.

This is necessary to avoid having to “redo” typing derivations in two typical situations:

1. There is more than one occurrence of an expression \( e \) in \( e' \); in this case we can infer a principal typing once and for all for \( e \) and then adapt – possibly in different ways! – that typing to the different local contexts in which \( e \) occurs. So we avoid having to do type inference for \( e \) several times.

2. There is no known context for \( e \) at all: Imagine \( e \) is a library function that can be called “later” and thus occurs in a priori unknown contexts. We can infer a principal typing for \( e \) (and even compile \( e \) and throw away the source expression — thus there is no going back to \( e \) to do type inference at a later point) and leave it to the later users to adapt that typing to the respective uses. If \( f \) is an identifier referring to \( e \) then the fact that the

---

1 Given an inference system \( I \) a (new) rule \( R \) is admissible (in \( R \)) if \( I \) extended with \( R \) is conservative over \( I \); that is, only judgements that are derivable in \( I \) are derivable in the extended system (though, obviously, there may be more derivations for a particular judgement in the extended system).

It is important to distinguish admissible rules from derivable rules: a (new) rule \( R \) is derivable in \( I \) if the conclusion of \( R \) is derivable from the premises of \( R \) by using the rules from \( I \). Note that a rule that is derivable in \( R \) will be derivable in any extension of \( R \) whereas a rule admissible in \( R \) may not be admissible in some extension of \( R \).
chosen typing for $e$ is principal guarantees that any use of $f$ in context $C[]$ can be typed if and only if $C[e]$ itself can be typed.

To summarize, principal typings make it possible to proceed modularly (sometimes also called by “local” analysis): find out and express all the relevant information about an expression (this is a principal typing in our setting) once and for all and use that information in any relevant context without going back to reanalyze the expression.

1.2 Coercion sets in judgements

We could save ourselves quite a bit of technical complications by restricting (monomorphic) subtyping theory to judgements without coercion sets; that is,

$$A \vdash_P e : \tau$$

with a rule

$$\text{[SUB]} \quad \frac{A \vdash_P e : \tau \quad \vdash_P \tau \leq \tau'}{A \vdash_P e : \tau'}$$

To be sure, we would still introduce coercions, satisfying substitutions, and other concepts, but the coercions would only exist at the meta-level (that is, at the level of us using them to solve the typability problem for subtyping, just as we’d be using any other mathematical objects), not at the object level where they occur as part of the formal judgements that enter into derivations.\(^2\)

The sole reason why we have coercion sets is to be able to express principal typings. Fuh and Mishra [FM89] have argued that coercion sets are not only useful to express principal typings, they are also necessary. Consider, for example, $P = \{\text{integer, real}\}$ ordered by $\text{integer} \leq \text{real}$. The combinator

$$\text{twice} \equiv \lambda f. \lambda x. f(fx)$$

has only principal typings with nonempty coercion sets; in other words, there is no typing $\vdash_P \text{twice} : \tau$ that has all the typings for twice as (strong) instances. Note for example, that both $\vdash_P \text{twice} : (\alpha \rightarrow \alpha) \rightarrow (\alpha \rightarrow \alpha)$ and $\vdash_P \text{twice} : (\text{real} \rightarrow \text{integer}) \rightarrow (\text{real} \rightarrow \text{integer})$ are derivable, but the least common generalization of $(\alpha \rightarrow \alpha) \rightarrow (\alpha \rightarrow \alpha)$ and $(\text{real} \rightarrow \text{integer}) \rightarrow (\text{real} \rightarrow \text{integer})$, which is $(\gamma \rightarrow \delta) \rightarrow (\gamma \rightarrow \delta)$, is not a type of twice.

Indeed Hong and Mitchell [HM95] show that the need for coercions exists for any sound instantiation relation and that the minimum number of required coercions in principal typings grows with the size of the expressions.

1.3 Polymorphism

The purpose of (predicative) polymorphism is to describe all the (simple) types an expression has and to derive any particular type from that description. This is critical for modularity in that we do not need to know the points of all uses of some definition to type it. There are actually two requirements we expect to hold of such type schemes:

\(^2\)Indeed, in subtyping without coercion sets the notion of satisfiability would be inherently built into the type system. To wit: if $C, A \vdash_P e : \tau$ is principal for $e$ then there exists $A', \tau'$ such that $A' \vdash_P e : \tau'$ if and only if $C$ is satisfiable.
1. (Universality) The type scheme has to describe all possible types of the expression in a given environment. In this case the type scheme is principal for the expression (in the environment).

2. (Nonemptiness) The type scheme for an expression describes at least one type; that is, it has at least one simple type instance. If this is not the case then we call $e$ untypable.

A third and in practice important requirement is that type schemes should be as “descriptive” and comprehensible as possible to a programmer.

In the following we shall not insist on nonemptiness of type schemes in order to separate the question of finding a type scheme from that of determining whether it describes a nonempty set of types. The latter depends on the particular structure of primitive subtyping relations on the given ground types, whereas the former does not. So: we shall admit type schemes and typing judgements with unsatisfiable type schemes, that is with type schemes that do not have a single valid simple type instance. We shall sketch at the end however, how satisfiability can be checked in a separate phase after type inference without regard to satisfiability.

Let us consider an example. The instance relation for simple typing, as defined by Hindley, is

$$ (A \vdash e : \tau) \preceq_{CH} (A' \vdash e : \tau') $$

if for some substitution $S$ we have

1. $A' \vdash S(A)$ and
2. $S(\tau) = \tau'$.

Hindley [Hin69] and Ben-Yelles [BY79] show that every simply typable expression (without let) has a principal typing under $\preceq_{CH}$. ML, which has polymorphically typable let-expressions, can be seen as an “internalization” of the instance relation. In ML type schemes are prenex-quantified types $\forall \alpha_1 \ldots \alpha_n. \tau$.

Substitution is captured by substituting types for the $\alpha_i$. The corresponding typing rule is

$$
\frac{A \vdash e : \forall \alpha_1 \ldots \alpha_n. \tau}{A \vdash e : \tau[\tau_1/\alpha_1, \ldots, \tau_n/\alpha_n]} 
$$

The explicit quantification expresses which variables may be instantiated and which may not. The generalization rule introduces those type variables that may be instantiated:

$$
A \vdash e : \tau \quad \frac{}{A \vdash e : \forall \alpha_1 \ldots \alpha_n. \tau} \quad \text{(if $\alpha_1, \ldots, \alpha_n$ not free in $A$).}
$$

The reason for the asymmetric treatment of type variables occurring in $A$ and those occurring only in $\tau$ is that we think of the types occurring in $A$ as fixed. This is to make sure that the principal typing $y : \tau \vdash e : \tau'$ of an expression $e$ with free variable $y$ is not instantiated several times with completely different types for $y$ — after all these are not different $y$’s. This generalization of simple typing to ML type schemes is sufficient for ML since the underlying logic of simple typing is purely equational.
These general considerations are there to emphasize the purpose of principality, and of polymorphism as an internalization of principality. In subtyping it should thus come as no surprise that we cannot simply tack on quantifiers to types and expect to have a suitable system of polymorphism.

1.4 ML polymorphism is not good enough

Consider

\[
e \equiv \text{let twice } = \lambda f.\lambda x. f(fx) \text{ in (twice floor 5.0, twice succ 1)}
\]

where \( \text{floor : real } \rightarrow \text{integer} \), \( \text{succ : integer } \rightarrow \text{integer} \) with \( P \) as before. If we view \( \text{let . . . in . . .} \) as abbreviation for the corresponding \( \beta \)-redex then it is easy to see that \( e \) is not typable. Intuitively, this is due to the “stickiness” effect of monomorphic type systems: all the actual arguments to a function are merged inside the function body and flow as a single compound argument (set of arguments) through the function body. The operations in the body must be possible for each component (element) of such a compound argument. In the case above floor and succ together are bound to \( f \) and 5.0 and 1 together are bound to \( x \). The problem is now that the application of \( f \) to \( x \) is not well-typed since the succ component of \( f \) cannot be applied to the 5.0 component of \( x \). Clearly in the typing system we have “confused” the two applications of twice, since succ is in actuality only applied to 1 (and floor to 5.0), but that’s what the monomorphic typing rule for functions expresses!

Polymorphism helps to disentangle different call contexts of a function. If we add the ML-polymorphic rules of the previous section for introducing and eliminating prenex-quantified type schemes we still cannot type \( e \), however! The reason is that there is no (ML-)type scheme for twice that contains “enough” types for twice as instances to type \( e \). For example, with twice : \( \forall \alpha. (\alpha \rightarrow \alpha) \rightarrow (\alpha \rightarrow \alpha) \) the application twice floor is not typable. With twice : \( (\text{real } \rightarrow \text{integer}) \rightarrow (\text{real } \rightarrow \text{integer}) \) the application twice succ is not typable. This is not surprising since we have already seen that twice has no principal typing without coercions, and an ML-polymorphic type scheme describes only such coercion-free typings.

Our conclusion is: We must internalize coercions in the type schemes for subtyping. This is what the theory of polymorphic typing with subtype constraints is about.

2 Unrestricted polymorphic typing with subtype constraints

In this section we present the unrestricted theory of polymorphic typing with subtype constraints. What makes it unrestricted is that we do not restrict the coercions in coercion assumptions to have a particular form — such as atomic — and we do not require that coercion sets be consistent or satisfiable. We do not even require that the subtyping theory be \textit{structural}; that is, that \( P \) only relate base types to each other. We shall address these considerations briefly later.

The unrestricted theory is an excellent point of departure for studying restricted variations, since it allows us factor type inference into the inference of a
We assume we have a nonempty set of base types $b$, type variables $\alpha$ and (simple) types $\tau$ built from

$$\tau ::= \alpha \mid b \mid \tau \rightarrow \tau.$$ 

Furthermore, we are given a partial order $P$ on ground types, which defines our subtyping theory. The subtype inference rules are given in Figure 1.

### 2.2 Typing rules for constrained type schemes

Our language of discourse is defined by the following grammar for expressions $e$:

$$e ::= c \mid x \mid \lambda x.e \mid ee' \mid \text{let } x = e \text{ in } e'$$

where $c$ ranges over a given set of constants and $x$ over (program) variables. $\lambda x$ and let $x$ are binding constructs. Expressions are identified up to $\alpha$-equivalence. Thus there is always a way of writing an expression such that its free and bound variables are disjoint, and every variable is bound at most once. Henceforth we shall always assume that any expression has this form.

Type schemes are prenex quantified types with constraints on the substitutions:

$$\sigma ::= \forall \alpha_1 \ldots \alpha_n : C. \tau$$

where $C$ is a set of subtype constraints of the form $\tau \leq \tau'$. If $n = 0$ and $C = \emptyset$ then we identify the type scheme with $\tau$. Every constant $c$ is assumed to have a given closed type scheme $\sigma_c$. As with expressions we identify $\alpha$-equivalent type schemes. Substitution of types for type variables in type schemes as well as of expressions for program variables in expressions is defined as in $\lambda$-calculus so as to avoid capture of free variables.\(^3\) We shall use $\tau, \nu$ for types and $\sigma$ for type

\(^3\)Note that substitution is well-defined since a substitution applied to two $\alpha$-equivalent type schemes results in $\alpha$-equivalent type schemes.
Typing assumptions $\Gamma$ are a set of variable typings of the form $x : \sigma$, where every variable has at most one typing in $\Gamma$. We write $\text{domain}(\Gamma)$ for \{x : (\exists \sigma) (x : \sigma) \in \Gamma\}. We write $\text{FTV}(X)$ for the set of free type variables occurring in $X$, where $X$ can be a type scheme, typing assumptions, coercions or any other syntactic object.

The typing rules for expressions are given in Figure 2.

2.3 Closure properties of typing judgements

We now show that judgements are closed in a number of ways.

Lemma 2.1 (Closure under substitution)

If $C, \Gamma \vdash e : \sigma$ then $S(C), S(\Gamma) \vdash e : S(\sigma)$ for all substitutions $S$.

Proof (Sketch) By rule induction on the definition of $C, \Gamma \vdash e : \sigma$. All rules but [GEN] and [INST] are completely straightforward.

An immediate consequence of the lemma is that we can always move sub-type qualifications in a type scheme to the coercion assumptions of a typing judgement:

Proposition 2.2 Let $\vec{\alpha}$ not be free in $C, \Gamma$. Then:

$C, \Gamma \vdash e : \forall \vec{\alpha} : D. \tau$ if and only if $C \cup D, \Gamma \vdash e : \tau$.

Lemma 2.3 (Closure under strengthening of coercion assumptions)

If $D \vdash e : \sigma$ and $C, \Gamma \vdash e : \sigma$ then $D, \Gamma \vdash e : \sigma$. 

Figure 2: Typing rules
and add the following inference rule to the type system of Figure 2:

(\forall \alpha \colon \exists \beta : D, \tau \quad \text{with } \exists \beta \not\in C \text{ or } \Gamma.\)  

By definition of \( C \vdash P \alpha \) we have \( C \cup D' \vdash P \alpha \leq \tau' \) since \( C \cup D' \vdash P C \cup \{ \alpha' \leq \tau' \} \). This means that \( C \cup D' \vdash P D[\vec{\alpha}/\vec{\alpha}] \cup \{ \tau[\vec{\alpha}/\vec{\alpha}] \leq \tau' \} \) for some vector of types \( \vec{\tau} \).

Assume \( C, \Gamma \vdash P e : \sigma \). We have to show that \( C, \Gamma \vdash P e : \sigma' \). By Lemma 2.3 we also have \( C \cup D' \vdash P \alpha : \sigma \), and we can build the following derivation:

\[
\frac{C \cup D', \Gamma \vdash P e : \sigma 
\quad C \cup D' \vdash P D[\vec{\alpha}/\vec{\alpha}] 
\quad C \cup D' \vdash P \tau[\vec{\alpha}/\vec{\alpha}] \leq \tau'}{C \cup D', \Gamma \vdash P e : \tau'} \
\frac{C \cup D', \Gamma \vdash P e : \tau'}{C, \Gamma \vdash P e : \forall \beta : D', \tau' (= \sigma')} 
\]
2. By induction on the derivation of $C, \Gamma \cup \{x : \sigma'\} \vdash_P e : \sigma''$. The only two interesting cases are [VAR] and [GEN]. All other cases are straightforward.

2.4 Instance relation

In this section we define a new instance relation on typing judgements, one that, as we shall see, is particularly suited to computing principal typings where the typing assumptions for free variables are fixed. The instance relation lies in strength between the strong and the weak instance relation. As a consequence we shall refer to it as the halbstark (or halbschwach) instance relation.\footnote{German: \textit{halb} = half, \textit{stark} = strong, and \textit{schwach} = weak.}

2.4.1 Strong and weak instance relations

Let us recall the definitions of strong and weak instance.

**Definition 2.7** (Strong and weak instance relation)

Let $t \equiv C, A \vdash_P e : \tau$ and $t' \equiv C', A' \vdash_P e : \tau'$.

1. We say that $t'$ is an (strong) instance of $t$ if there exists substitution $S$ such that:
   
   (a) $C' \vdash_P S(C)$
   
   (b) $C', A' \vdash_P S(A)$
   
   (c) $C' \vdash_P S(\tau) \leq \tau'$

2. We say that $t'$ is a weak instance of $t$ if there exists substitution $S$ such that:
   
   (a) $C' \vdash_P S(C)$
   
   (b) $A'|_{\text{domain}(A)} = S(A)$
   
   (c) $S(\tau) = \tau'$

Here we have used the notation $C', A' \vdash_P S(A)$ to express that every $(x : \pi) \in S(A)$ is derivable from $C', A'$. If all the assumptions in $A'$ and $A$ are monomorphic then this is equivalent to the previously used condition $C'' \vdash_P A'(x) \leq S(A(x))$ for all $x \in \text{domain}(A)$.

The weak instance relation is weak (does not relate a lot of judgements) because it demands that, after substitution, both expression type and typing assumptions of the compared judgements must be equal. The strong instance relation is strong (relates quite a lot of judgements) because it admits, after substitution, subtyping steps to be applied both to the free variables in the expression and to the type of the whole expression.
2.4.2 The halbstark instance relation

Definition 2.8 (Halbstark instance relation)

1. We say \( t' \equiv (C', \Gamma' \vdash_P e : \tau') \) is a halbstark instance of \( t \equiv (C, \Gamma \vdash_P e : \tau) \) and write \( t \preceq_{hs} t' \) if there exists a substitution \( S \) such that
   
   (a) \( C' \vdash_P S(C) \),
   (b) \( \Gamma' = S(\Gamma) \), and
   (c) \( C' \vdash (\sigma') \leq \tau' \).

2. Let \( \beta \) not be free in \( C', \Gamma' \), and \( \alpha \) not free in \( C, \Gamma \). We say \( t' \equiv (C', \Gamma' \vdash_P e : \forall \beta \cdot \tau') \) is a halbstark instance of \( t \equiv (C, \Gamma \vdash_P e : \forall \alpha \cdot \tau) \) and write \( t \preceq_{hs} t' \) if

\[
(C \cup D, \Gamma \vdash_P e : \tau) \preceq_{hs} (C' \cup D', \Gamma' \vdash_P e : \tau').
\]

\( \square \)

Note that, in contrast to monomorphic subtyping, \( \Gamma \) and \( \Gamma' \) here may contain assumptions of the form \( x : \sigma \) where \( \sigma \) is a type scheme. The extension of the halbstark instance relation to type schemes expresses that the instances of a type scheme must be in the expected subset relation. Two characterizations of the halbstark instance relation are expressed in the following two propositions.

Proposition 2.9 (Alternative definition of halbstark instance relation)

Let \( t \equiv (C, \Gamma \vdash_P e : \sigma) \) and \( t' \equiv (C', \Gamma' \vdash_P e : \sigma') \). Define \( t \preceq_{hs} t' \) if for all \( D, \nu \) such that \( D \vdash_P \{ \sigma' \leq \nu \} \) there exists a substitution \( S \) such that

\[
D \vdash_P S(C) \cup \{ \sigma \leq \nu \}.
\]

Then: \( t \preceq_{hs} t' \) if and only if \( t \preceq_{hs} t' \).

Proposition 2.10 Let \( t \equiv (\Gamma \vdash e : \sigma) \) and \( t' \equiv (C', \Gamma' \vdash e : \sigma') \). We have

1. \( \Gamma' = S(\Gamma) \) and
2. \( C' \vdash_P S(\sigma) \leq \sigma' \).

It is easy to check that the halbstark instance relation is transitively closed:

Proposition 2.11 (Closure under transitivity)

If \( t \preceq_{hs} t' \) and \( t' \preceq_{hs} t'' \) then \( t \preceq_{hs} t'' \).

In particular, if \( t \preceq_{hs} t' \) via substitution \( S \) and \( t' \preceq_{hs} t'' \) via \( S' \circ S \) then \( t \preceq_{hs} t'' \) via \( S' \circ S \). This shows that \( \preceq_{hs} \) defines a preorder on typing judgements. We write \( t \approx_{hs} t' \) if \( t \preceq_{hs} t' \) and \( t' \preceq_{hs} t \).

The halbstark instance relation is a sound instance relation in the sense of Hoang and Mitchell [HM95]. In particular, if \( t \) is derivable and \( t' \) is a halbstark instance of \( t \) then \( t' \) is also derivable.
\[ W(\Gamma, x) = \begin{cases} \text{if } (x : \forall\alpha : C.\tau) \in \Gamma \text{ then} \\ (C[\beta/\alpha], \Gamma \vdash x : \tau[\beta/\alpha]) \text{ with } \beta \text{ fresh} \\ \text{else fail} \end{cases} \]

\[ W(\Gamma, \lambda x.e') = \begin{cases} \text{let } (C', \Gamma' \vdash e' : \tau') = W(\Gamma \cup \{ x : \alpha \}, e') \\ \text{with } \alpha \text{ fresh} \\ \text{in } (C', \Gamma' \vdash \lambda x.e' : \alpha \rightarrow \tau') \end{cases} \]

\[ W(\Gamma, e'e'') = \begin{cases} \text{let } (C', \Gamma' \vdash e' : \tau') = W(\Gamma, e') \text{ in} \\ \text{let } (C'', \Gamma'' \vdash e'' : \tau'') = W(\Gamma', e'') \text{ in} \\ (C' \cup C'' \cup \{ \tau' \leq (\tau'' \rightarrow \alpha) \}, \Gamma'' \vdash e'e'' : \alpha) \\ \text{with } \alpha \text{ fresh} \end{cases} \]

\[ W(\Gamma, \text{let } x = e' \text{ in } e'') = \begin{cases} \text{let } (C', \Gamma' \vdash e' : \tau') = W(\Gamma, e') \text{ in} \\ \text{let } \alpha = FTV(C', \tau') - FTV(\Gamma') \text{ in} \\ \text{let } (C'', \Gamma'' \vdash e'' : \tau'') = W(\Gamma' \cup \{ x : \forall\alpha : C'.\tau' \}, \Gamma'') \text{ in} \\ (C'', \Gamma'' \vdash \text{let } x = e' \text{ in } e'' : \tau'') \end{cases} \]

Figure 3: Algorithm W for unrestricted subtyping

### 2.5 Algorithm W

We shall now present an algorithm for computing a typing judgment for a given expression and a given environment. We call it Algorithm W since its functionality and purpose is completely analogous to Milner’s famed Algorithm W [Mil78] (see also Damas’s thesis [Dam84]).

Intuitively, Algorithm W returns for \( \Gamma \) and \( e \) a typing judgement \( C, \Gamma \vdash e : \tau \) such that \( C, \Gamma \vdash_P e : \tau \) (soundness), and any other typing \( C', \Gamma' \vdash_P e : \tau' \), where \( \Gamma' \) is substitution instance of \( \Gamma \), will have stronger coercions and a weaker type: \( C' \vdash_P S(C) \) and \( C' \vdash_P S(\tau) \leq \tau' \) for some substitution \( S \) (completeness). The formulation of Algorithm W we give here for unrestricted subtyping is particularly simple since we avoid having to return substitutions that have to be carefully composed. Instead, these substitutions are already applied in the result of a call to W.\(^5\) Algorithm W is given in Figure 3. We shall always assume that the arguments to W are named apart. In particular, \( \text{domain}(\Gamma) \) is disjoint from the bound variables of \( e \). It is easy to see that \( W(\Gamma, e) \) fails if and only if there is no assumption in \( \Gamma \) for a free variable of \( e \).

**Proposition 2.12** \( W(A, e) \) fails if and only if there is a free variable in \( e \) for which \( A \) contains no assumption.

Note that Algorithm W is completely independent of \( P \). Furthermore, if \( (C', \Gamma' \vdash e' : \tau') = W(A, e) \) then \( e \equiv e' \) and \( \Gamma = \Gamma' \). This means that we could have restricted ourselves to returning only the pair \((C', \tau')\). The chosen formulation emphasizes that W returns a typing judgement and makes this easier to "see". Furthermore, Algorithm W as given serves as a basis for variations on

\(^5\) For unrestricted subtyping we actually do not need to return a substitution even with the "classical" formulation of Algorithm W since the identity substitution is good enough. For atomic subtyping this is not the case, however.
subtyping. For atomic subtyping $\Gamma'$ is not necessarily identical to $\Gamma$, and $e'$ may be a so-called completion of $e$. So the available degree of freedom in returning also $\Gamma'$ and $e'$ and not only $C'$ and $\tau'$ comes in handy in other situations.

2.5.1 Soundness of Algorithm W

As suggested by the notation, the results of Algorithm W are derivable typing judgements:

**Lemma 2.13 (Soundness of Algorithm W)**

Let $P$ be any given partial order on ground types (not necessarily only base types). If $W(\Gamma, e)$ succeeds with $(C, \Gamma \vdash e : \tau)$ then $C, \Gamma \vdash_P e : \tau$.

**Proof** By structural induction on $e$. ☐

2.5.2 Completeness of Algorithm W

Now we show that Algorithm W does not overcommit, but, in a sense, produces a most general typing judgement.

**Lemma 2.14 (Completeness of Algorithm W)**

If $C', S(\Gamma) \vdash_P e : \sigma'$ then $W(\Gamma, e)$ succeeds with $(C, \Gamma \vdash e : \tau)$ and we have $(C, \Gamma \vdash_P e : \tau) \preceq_{bs} (C', S(\Gamma) \vdash_P e : \sigma')$.

**Proof** The proof is by induction on the derivation of $C', S(\Gamma) \vdash_P e : \tau'$. W.l.o.g. we assume that $e$ has disjoint bound and free variables, and no variable is bound more than once. We cover only the case where the last rule applied to derive $C', S(\Gamma) \vdash_P e : \tau'$ is rule [LET].

**Case [LET]**: Let $C', S(\Gamma) \vdash_P \text{let} \ x = e \ \text{in} \ e' : \tau'$ be derived from $C', S(\Gamma) \vdash_P e : \sigma$ and $C', \Gamma \cup \{x : \sigma\} \vdash_P e' : \tau'$. By induction hypothesis we have $(C, \Gamma \vdash e : \tau) = W(\Gamma, e)$ and $(C, \Gamma \vdash_P e : \tau) \preceq (C', S(\Gamma) \vdash_P e : \sigma)$.

Since, by definition, $\Gamma \vdash_P e : \forall \alpha : C. \tau \approx_{bs} C. \Gamma \vdash_P e : \tau$ we have $(C', S(\Gamma) \vdash_P e : \tau)$ by Proposition 2.10, part two. In other words, $S(\forall \alpha : C. \tau)$ is a subtype of $\sigma$. Since we can strengthen typing assumptions (Lemma 2.6) we get that $C', S(\Gamma) \cup \{x : S(\forall \alpha : C. \tau)\} \vdash_P e' : \tau'$. Since $S(\Gamma) \cup \{x : S(\forall \alpha : C. \tau)\}$ is a substitution instance (via $S$) of $\Gamma \cup \{x : \forall \alpha : C. \tau\}$ we can apply the second induction hypothesis: $(C', \Gamma \cup \{x : \forall \alpha : C. \tau\} \vdash e' : \tau'\prime) = W(\Gamma \cup \{x : \forall \alpha : C. \tau\}, e')$ succeeds and $C', S(\Gamma) \cup \{x : S(\forall \alpha : C. \tau)\} \vdash_P e' : \tau'$ is an instance of $C'', \Gamma \vdash_P e' : \tau''$. This means there exists $S'$ such that $C' \vdash_P S'(\tau'')$ and $C' \vdash_P S'(\tau'') \preceq \tau'$. But this means that $(C'', \Gamma \vdash \text{let} \ x = e \ \text{in} \ e' : \tau'\prime) \preceq_{bs} (C', S(\Gamma) \vdash \text{let} \ x = e \ \text{in} \ e' : \tau'\prime)$. ☐

2.5.3 Optimizing Algorithm W

Clearly, both soundness (Lemma 2.13) and completeness (Lemma 2.14) of Algorithm W are preserved if we replace the result of a call $W(\Gamma, e)$ by any of its halbstark-equivalent typing judgements. An immediate consequence is that the generic version of Algorithm W, given in Figure 4, is correct. This opens the possibility of “optimizing” the results of Algorithm W by transformations that eliminate coercions.
\[
W(\Gamma, x) = \begin{cases}
(x : \forall \vec{\alpha} : C.\tau) \in \Gamma & \text{if } (C[\vec{\beta}/\vec{\alpha}], \Gamma \vdash x : \tau[\vec{\beta}/\vec{\alpha}]) \text{ with } \vec{\beta} \text{ fresh} \\
\text{else} & \text{fail}
\end{cases}
\]

\[
W(\Gamma, \lambda x.e) = \begin{cases}
\text{let } (C', \Gamma' \vdash e' : \tau') \approx_{hs} W(\Gamma \cup \{x : \alpha\}, e') \\
\text{with } \alpha \text{ fresh}
\end{cases}
\]

\[
W(\Gamma, e'e'') = \begin{cases}
\text{let } (C'', \Gamma'' \vdash e'' : \tau'') \approx_{hs} W(\Gamma', e'') \\
\text{in } (C'' \cup C'' \cup \{\tau' \leq (\tau'' \rightarrow \alpha)\}, \Gamma'' \vdash e'' : \alpha)
\end{cases}
\]

\[
W(\Gamma, \text{let } x = e' \text{ in } e'') = \begin{cases}
\text{let } (C'', \Gamma'' \vdash e' : \tau') \approx_{hs} W(\Gamma, e') \\
\text{let } \vec{\alpha} = \text{FTV}(C', \tau') - \text{FTV}(\Gamma') \\
\text{let } (C'', \Gamma'' \vdash e' : \tau'' \approx_{hs} W(\Gamma' \cup \{x : \forall \vec{\alpha} : C'.\tau'\}) \\
\text{in } (C'', \Gamma'' \vdash x = e' \text{ in } e'' : \tau')
\end{cases}
\]

Figure 4: Generic Algorithm W for unrestricted subtyping

**Proposition 2.15** The (nondeterministic) generic Algorithm W is sound and complete; that is, both Lemma 2.13 and Lemma 2.14 hold.

In practice the flexibility of replacing the typing judgement computed by Algorithm W by an (halbstark-)equivalent optimized one is only used in the call for \text{let}-expressions \text{let } x = e' \text{ in } e'': By reducing the number of type variables and coercions in the result \(C', \Gamma' \vdash e' : \tau'\) we want to make the type scheme \(\forall \vec{\alpha} : C'.\tau'\) bound to \(x\) in the second call to W as "compact" as possible. This is especially important if the variable \(x\) has several occurrences in \(e''\), since for every occurrence of \(x\) a completely new generic instance of \(\forall \vec{\alpha} : C'.\tau'\) is generated — see W when applied to variables: The fewer variables in \(\vec{\alpha}\) and the fewer coercions in \(C'\) the less work has to be performed in this case.

### 2.6 The Principal Type Property

We can now show that every expression has, for given typing assumptions for its free variables, a type scheme from which all types can be derived using the "logical" inference rules in our type inference system: Rules [SUB], [GEN] and [INST]. If we throw in rule [WEAK] from Proposition 2.5 then all type schemes that an expression has can be derived from a principal type for \(e\) by using rules [SUB], [GEN], [INST] and [WEAK].

**Theorem 2.16** (Principal Type Property)

Let \(\Gamma\) contain an assumption for each free variable of \(e\). Then there is \(\sigma\) such that:

1. \(\Gamma \vdash e : \sigma\) and
2. for all \(\sigma'\), if \(\Gamma \vdash e : \sigma'\) then \(\vdash \sigma \leq \sigma'\).
proof  

By Proposition 2.12 we know that $W(\Gamma, e)$ succeeds. Let $C, \Gamma \vdash e : \tau$ be the result of $W(\Gamma, e)$. We define $\sigma \equiv \forall \vec{\alpha} : C. \tau$ where $\vec{\alpha} = FTV(C, \tau) - FTV(\Gamma)$.

By Lemma 2.13 we have that $C, \Gamma \vdash_P e : \tau$. Since $\vec{\alpha} = FTV(C, \tau) - FTV(\Gamma)$ we can apply rule [GEN], which shows that $\Gamma \vdash_P e : \sigma$.

Assume $\Gamma \vdash_P e : \sigma'$. Clearly $\Gamma = S(\Gamma)$ for $S$ the identity substitution. Thus, by Lemma 2.14 we can conclude that $(C, \Gamma \vdash_P e : \tau) \preceq_{hs} (\Gamma \vdash_P e : \sigma')$ and thus $(\Gamma \vdash_P e : \sigma) \preceq_{hs} (\Gamma \vdash_P e : \sigma')$. By Proposition 2.10 we can conclude that

1. $S'(\Gamma) = \Gamma$ and
2. $\vdash_P S'(\sigma) \leq \sigma'$

for some substitution $S'$. Since $S'(\Gamma) = \Gamma$, $S'$ is the identity on the free type variables of $\Gamma$. Since $FTV(\sigma) = FTV(\Gamma)$ by definition of $\sigma$ it follows that $S'(\sigma) = \sigma$, and we have $\vdash_P \sigma \leq \sigma'$.

\[ \square \]

3 Typing judgements and expression transformation

In the previous section we have studied the structure of typing judgements that have the same expression. In this section we look at the interaction of typing judgements and transformation of expressions. We say derivable typing judgement $C, \Gamma \vdash_P e : \sigma$ is preserved under transformation of $e$ to $e'$ if $C, \Gamma \vdash_P e' : \sigma$ is also derivable.\(^6\) We shall see that typing judgements are preserved under $\eta$-reduction, let-unfolding and even let-folding, with no particular requirements on $P$; that is, in unrestricted subtyping. Interestingly we shall see that this does not hold for $\beta$-reduction. If, however, $P$ has the decomposition property, viz. $C \vdash_P (\tau \to \upsilon) \leq (\tau' \to \upsilon')$ if and only if $C \vdash_P \tau' \leq \tau$ and $C \vdash_P \upsilon \leq \upsilon'$, then $\beta$-reduction also preserves typing judgements. Note that the above property is satisfied by atomic subtyping (where $P$ only relates base types to each other), but that it does not require atomic subtyping.

We can think of these results as giving proof that derivability is semantically robust: if we apply a local transformation to an expression, such as reducing a $\beta$-redex, eliminating an $\eta$-redex, unfolding or even folding a let-expression, then derivability is preserved: any judgement derivable for the original expression can still be derived by the transformed expression (though the transformed expression may actually have more derivable judgements than the original one).

3.1 Normalized derivations

It is easy to see that an application of [INST] that immediately follows an application of [GEN] can be eliminated.

To wit: Assume we have

$$
\begin{array}{c}
C \cup C', \Gamma \vdash_P e : \tau \\
C, \Gamma \vdash_P e : \forall \vec{\alpha} : C'. \tau \\
C \vdash_P C' [\vec{\tau}/\vec{\alpha}] \\
\end{array}
\Rightarrow 
\begin{array}{c}
C, \Gamma \vdash_P e : \tau [\vec{\tau}/\vec{\alpha}] \\
\end{array}
$$

\(^6\)Because of the historical study of such properties in Curry and Feys’ book on combinatory logic [CF58] such properties are often called subject reduction properties.
By Lemma 2.1 we can derive
\[ C \cup C'[\vec{\tau}/\vec{\alpha}], \Gamma \vdash_P e : \tau \]
and, by Lemma 2.3, also
\[ C, \Gamma \vdash_P e : \tau[\vec{\tau}/\vec{\alpha}] \]
without this pair of rule applications.

Consequently we can confine applications of rule [GEN] to an expression \( e \) where it is not necessarily followed by an application of rule [INST]. This is the case if and only if [GEN] is the last rule applied in a derivation or \( e \) occurs in the context \( C[] \equiv \text{let } x = [] \text{ in } e' \). Similarly, [INST] can be confined to application to expressions whose type scheme is polymorphic by another rule than [GEN]. This is the case only for variables. Thus we can “build” the application of [GEN] into rule [LET], and [INST] into rule [VAR]. The resulting typing rules are in Figure 5. The side condition \( \ast \) in rule [GEN/LET] is: \( x \not\in \text{domain}(\Gamma) \) and \( \vec{\alpha} \) not free in \( C, \Gamma \).

By the considerations above we have not lost any typing judgements by restricting ourselves to the normalized typing rules of Figure 5:

**Proposition 3.1** \( C, \Gamma \vdash_P e : \tau \) if and only if \( C, \Gamma \vdash_P' e : \tau \).

### 3.2 Basic properties

**Proposition 3.2** Let \( x \) not be free in \( e \). Then:

\[ C, \Gamma \cup \{ x : \sigma' \} \vdash_P e : \sigma \text{ if and only if } C, \Gamma \vdash_P e : \sigma. \]

**Proof** Standard. (Both implications by induction on derivation of \( C, \Gamma \cup \{ x : \sigma' \} \vdash_P e : \sigma \), respectively \( C, \Gamma \vdash_P e : \sigma \). The only interesting case is rule [GEN] in the “if” direction.) \( \square \)

**Lemma 3.3** (Formation Lemma)
\((\lambda x.e')e \rightarrow e'[e/x]\)
\(\lambda x.ex \rightarrow e\) if \(x\) not free in \(e\)
\(\text{let } x = e \text{ in } e' \rightarrow e'[e/x]\)
\(e \rightarrow e\)
\(\lambda x.e \rightarrow \lambda x.e'\)
\(e \rightarrow e'\quad e'' \rightarrow e'''\)
\(e \rightarrow e'\quad e'' \rightarrow e'''\)
\(\text{let } x = e \text{ in } e' \rightarrow \text{let } x = e' \text{ in } e''\)

Figure 6: Definition of (parallel) \(\beta\eta\text{-let-reduction}\)

1. \(C, \Gamma \vdash \lambda x.e : \tau''\) if and only if there exist \(\tau, \tau'\) such that \(C, \Gamma \cup \{x : \tau\} \vdash P\)
\(e : \tau'\) and \(C \vdash P (\tau \rightarrow \tau') \leq \tau''\).

2. \(C, \Gamma \vdash ee : \tau\) if and only if there exists \(\tau'\) such that \(C, \Gamma \vdash P e : \tau' \rightarrow \tau\)
and \(C, \Gamma \vdash P e' : \tau'\).

Lemma 3.4 (Substitution lemma)
If \(C, \Gamma \cup \{x : \sigma\} \vdash P e : \sigma'\) and \(C, \Gamma \vdash P [e/x]e'\) then \(C, \Gamma \vdash P [e/x]e'\).

3.3 Preservation of typing judgements under reduction

We define a Tait-Martin-Löf version of \(\beta\eta\text{-let-reduction}\). Define \(\rightarrow\) by the inference system in Figure 6.

Theorem 3.5 Let \(P\) be such that \(C \vdash P (\tau \rightarrow v) \leq (\tau' \rightarrow v')\) only if \(C \vdash P \tau' \leq \tau\)
and \(C \vdash P v \leq v'\). Then:
If \(C, \Gamma \vdash P e : \sigma\) and \(e \rightarrow e'\) then \(C, \Gamma \vdash P e : \sigma\).

Proof (Sketch) The proof is by induction on the definition of \(e \rightarrow e'\). It is easy to see that we can restrict ourselves to the case where \(\sigma\) is a simple type.

Note that, by Proposition 3.1, in this case we can assume that all derivations are normalized. The only interesting cases are the axioms defining \(\beta-, \eta-,\) and \(\text{let-reduction},\) respectively. The other four rules are straightforward.

Case \(\lambda x.e' \rightarrow e'[e/x]\) (Here we need the property that \(C \vdash P (\tau \rightarrow v) \leq (\tau' \rightarrow v')\) only if \(C \vdash P \tau' \leq \tau\) and \(C \vdash P v \leq v'\).)

Case \(\lambda x.ex \rightarrow e\) (We don’t need the property.)

Case \(\text{let } x = e \text{ in } e' \rightarrow e'[e/x]\) (We don’t need the property.)

A more careful formulation of the theorem says that \(\eta-\) and \(\text{let}-\)reduction preserve typing judgements without any demands on \(P\) whatsoever. Only the case of \(\beta\)-reduction requires that \(C \vdash P (\tau \rightarrow v) \leq (\tau' \rightarrow v')\) only if \(C \vdash P \tau' \leq \tau\) and \(C \vdash P v \leq v'\). The following example shows that this requirement is not artificial, but truly required. Let \(P\) have base types \(\text{bool}\) and \(\text{integer}\) with \((\text{integer} \rightarrow \text{integer}) \leq P (\text{bool} \rightarrow \text{integer})\) being the only nontrivial inequality.
Assume that \( \text{add} \) is a constant of type \( \text{integer} \rightarrow \text{integer} \rightarrow \text{integer} \) and that \( \text{true}, \text{false} \) are constants of type \( \text{bool} \). Then \( (\lambda x. \text{add} \; x \; x) \text{true} \) has type \( \text{integer} \), but its \( \beta \)-reduct, \( \text{add} \; \text{true} \; \text{true} \), does not.

### 3.4 Invariance under let-folding/unfolding

In the previous section we have seen that, under suitable conditions, typing judgements are preserved under \( \beta\eta \) let-reduction. To show this we made no use of the Principal Type Property. In this section we show that typing judgements are also preserved under let-folding, the inverse of let-reduction. This is a limited sort of “subject expansion” property of our typing system. For this the Principal Type Property is crucial.

**Lemma 3.6 (Decomposition Lemma)** Let \( e' \) be an expression where, for \( n \geq 0 \), each of the variables \( x_1, \ldots, x_n \) occurs freely exactly once. Then \( C, \Gamma \vdash_P e'[e_1/x_1, \ldots, e_n/x_n] : \sigma' \) only if there exist \( \sigma_1, \ldots, \sigma_n \) such that

1. \( C, \Gamma \vdash_P e_i : \sigma_i \) for \( 1 \leq i \leq n \) and
2. \( C, \Gamma \cup \{ x_1 : \sigma_1, \ldots, x_n : \sigma_n \} \vdash_P e' : \sigma' \).

**Theorem 3.7 (Closure under let-folding)** If \( e_1 \longrightarrow e_2 \) by let-folding, \( e'[e/x] \longrightarrow \) let \( x = e \; \text{in} \; e' \), and \( C, \Gamma \vdash_P e_1 : \sigma \) then \( C, \Gamma \vdash_P e_2 : \sigma \).

**Proof** This follows from the Decomposition Lemma and the Principal Typing Property.

**Corollary 3.8** Let \( = \) be the equational theory generated by

\[
(\text{let } x = e \; \text{in} \; e') = e'[e/x].
\]

If \( e = e' \) then \( C, \Gamma \vdash_P e : \sigma \) if and only if \( C, \Gamma \vdash_P e' : \sigma \).

We can consider polymorphic subtyping complete under let-folding/unfolding. This is a salient and arguably a defining property of (predicative, “ML-style”) polymorphism.

Since every expression has a (unique) let-free normal form under let-unfolding a consequence of this lemma is that we can “reduce” polymorphic typing to monomorphic typing: To type check an expression first unfold all let-expressions in it and then perform monomorphic type inference (with a slightly extended inference rule for constants). Thus results from monomorphic subtyping become immediately applicable (see introduction).

We have admitted type schemes that have no simple type instances. Our results carry over to a system where this is forbidden, for example in a system with added premise \( C \vdash C'[\vec{\tau}/\vec{\alpha}] \) in rule [GEN] in Figure 2 [Smi91].

### 4 Conclusion and related work

#### 4.1 Conclusion

We have studied fundamental syntactic properties of polymorphic subtyping with simple types and subtype-qualified type schemes. We have introduced the
halbstark instance relation on typing judgements, which is a hybrid of Mitchell’s weak instance relation and Fuh and Mishra’s strong instance relation. We have exhibited a type inference algorithm, modeled on Algorithm W, which is syntactically sound and complete. In particular, its correctness implies the Principal Type Property: all expressions $e$ have a principal type $\sigma$ in a given type environment; that is, $\sigma$ is a subtype of any other type $\sigma'$ of $e$.

The significance of the halbstark instance relation emerges from the fact that our type inference algorithm is generic in the sense that it allows arbitrary transformations on typing judgements so long as these preserve halbstark-equality. Examples of such transformations are simplifications that primarily seek to reduce the size and number of coercions in typing judgements and type schemes, such as Fuh and Mishra’s G-simplification and a somewhat restricted S-simplification [FM89] as well as the simplifications Smith describes in his thesis [Smi91].

Finally we have shown that typing judgements are closed under \(\eta\)-reduction, let-folding and unfolding, but not generally under \(\beta\)-reduction, unless the subtyping theory obeys the decomposition property:

\[
C \vdash (\tau \rightarrow \tau') \leq (\upsilon \rightarrow \upsilon') \text{ only if } C \vdash \upsilon \leq \tau \text{ and } C \vdash \tau' \leq \upsilon'.
\]

The invariance of typings under let-folding and unfolding, though arguably a hallmark of let-polymorphism, seems not to have been proved and published before.

### 4.2 Related work

Syntactic, semantic and algorithmic properties of monomorphic subtyping have been studied extensively in the literature. Less so what we consider its natural extension to (let-)polymorphism. We only survey those works with direct connection and relevance to this paper.

Mitchell introduced what we have called here the weak instance relation. He showed amongst other things that in atomic structural subtyping all typable expressions have principal typing judgements relative to the weak instance relation [Mit84, Mit91]. Fuh and Mishra introduced what we here call the strong instance relation and show how principal typings can be simplified by transforming them to strongly equivalent typings with fewer coercions and type variables [FM89]. Simplifying subtyping constraints is important both in the process of “generating” constraints [AW93, Pot96] and solving or presenting them. Note that, although structural subtype theory does not admit recursive types as solutions, this has only impact on the solvability of subtype constraints, not their generation and simplification.\(^7\)

Computing principal typings reduces the problem of typability over a particular subtype theory to one of deciding satisfiability of subtyping constraints. There has been an array of results [WO89, LM92, Tin92, Ben93, HM95, PT95] that characterize when solving subtyping constraints is feasible and when not. Subtyping has recently been studied intensively in a setting with recursive types and combinatorially simple primitive subtype theories: Palsberg et al. (e.g. [KPS92, KPS93, Pal94, PWO95]) have worked on efficient type inference algorithms. Pottier

Let-polymorphism with subtyping has been studied by Kaes [Kae92] and

\(^7\)Though it should be noted that having logical type operators such as disjunction or conjunction available does make a difference.
Kaes presents a qualified type inference system that, in contrast to Jones’s [Jon92, Jon94], allows incorporating subtyping steps. He presents a type inference algorithm that computes principal types and applies some simplifications analogous to Fuh and Mishra’s application of matching substitutions [FM88, FM90]. His system includes a form of overloading and allows, with some limitations, also recursive types. Smith studies polymorphic subtyping and a very general form of overloading. Simplification of typing judgements is done in his type inference algorithm in combination with generalizing and then binding a type to a let-bound variable. He extracts some properties that are sufficient for the correctness of his type inference algorithm; those are more complex and less general than our correctness guarantee due to halbstark-equivalence. Neither Kaes nor Smith study subjection reduction properties or invariance under let-folding/unfolding.

Aiken, Wimmers and Lakshman [AW93, AWL94] and Eifrig, Smith and Trifonov [EST95] describe let-polymorphic systems with subtyping. Their type inference rule actually allow only canonical derivations, essentially those yielded by Algorithm W presented here, and with no simplifications permitted. Thus completeness of type inference is a cinch, at the price that, technically, simplifications on derived typing judgements have no meaning inside the type system. (It is best to understand the typing rules in these papers as specifications of a constraint generation algorithm.)
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