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Abstract

This paper studies the problem of simplifying typings and the size-complexity of most general typings in typed programming languages with atomic subtyping. We define a notion of minimal typings relating all typings which are equivalent with respect to instantiation. The notion of instance is that of Fuh and Mishra [13], which supports many interesting simplifications. We prove that every typable term has a unique minimal typing, which is the logically most succinct among all equivalent typings. We study completeness properties, with respect to our notion of minimality, of well-known simplification techniques. Drawing upon these results, we prove a tight exponential lower bound for the worst case size-of constraint set as well as of types in most general typings. To the best of our knowledge, the best previously known lower bound was linear.

1 Introduction

Subtyping is a fundamental idea in type systems for programming languages, which can in principle be integrated into standard type systems and type inference for languages such as, e.g., the simply typed lambda calculus [7], ML [22], Haskell [18], Miranda [33] as well as being a basic notion in typed object oriented languages, see e.g. [15, 11, 1]. Type inference algorithms infer type information from programs without requiring programmers to insert explicit type declarations in the program and discover many programming errors at compile time. Moreover, systems of subtyping are becoming increasingly used in non-standard ways in type based program analysis, where program properties of a typed language are automatically extracted from the program text using inference algorithms, e.g., [3, 4, 16].

In all cases, subtyping adds expressiveness to a type system by allowing an expression to have several types depending on the context in which it occurs. This is achieved by imposing an order relation (subtype order) on types together with a rule (subsumption) which allows any expression of type \( \tau \) to have also any type \( \tau' \) which is larger than \( \tau \) in the given ordering. For example, an integer of type \( \text{int} \) may be converted to a real of type \( \text{real} \), which can be modeled by having \( \text{int} \) a subtype of \( \text{real} \).

Subtypings associate not only a type to an expression but also a set of subtyping constraints (coercions) which express assumptions about the subtype order which must hold for the given typing. The presence of such assumptions are necessitated by the desire to have most general (principal) typings, which summarize all possible typings for a given term. A form of subtyping which is logically simple and natural, yet expressive enough to be interesting, is atomic subtyping [23, 24, 13, 14] where only subtyping relations between atoms (type variables or constants) can occur in typings. However, even though several type inference algorithms have appeared for atomic subtyping (e.g., [24, 13, 14]), it is generally recognized that major obstacles remain for subtype inference to become practical in a large scale setting. To quote from [17], "the main problems seem to be that the algorithm is inefficient, and the output, even for relatively simple input expressions, appears excessively long and cumbersome to read." The problem has generated a significant amount of work which aims at simplifying constraints in the typings generated by type inference algorithms; works addressing the subtyping problem include [13, 10, 19, 30, 11, 26, 32, 12, 5]. As is argued in [5], simplification is beneficial for at least three reasons: first, it may speed up type inference, second, it makes types more readable, and, third, it makes the information content of a typing more explicit.

Contribution of the paper

In this paper we study the subtyping problem for atomic subtyping from a theoretical perspective. The motivation for this is as follows. Viewing simplification as an optimization problem, it is natural to ask whether there always exists a unique most simplified typing. A positive answer to this question will tell us that simplification has a well-defined target. Further, it is fundamentally important to know the limits of what can possibly be achieved by simplification techniques, in the worst case. In this paper we give a positive answer to the first question, and we use this result to answer the second question by determining the worst case size of both constraint set and types in principal typings relative to the instance relation defined by Fuh and Mishra in [13]. More specifically, the paper contains the following results:

1. We define a notion of minimal typings for atomic subtyping and show that every typable term has a unique
minimal typing. Intuitively, a minimal typing is a logically most succinct presentation of all possible equivalent typings for a term, where equivalence is defined in terms of the instance relation defined in [13]. Surprisingly, no such notion has, to our knowledge, been studied previously. The instance relation of [13] is important, because it is natural and powerful enough to validate pragmatically important simplifications. The notion of minimality is surprisingly strong, and therefore the result that minimal typings exist can be used to derive non-trivial properties about the type system (see below).

2. Having an independent notion of minimality we can ask whether known simplification techniques are complete for minimization (computing minimal typings.) We give completeness and incompleteness results for the simplification techniques introduced in [13]. We show that minimization under the instance relation of [13] cannot be computed in polynomial time, unless P = NP. Among other things, this supports the claim that quite powerful simplifications can be captured in the framework studied here.

3. We prove, perhaps the main result of the paper, a tight exponential lower bound for the size of most general typings relative to the instance relation of [13]. This is a non-trivial result, because the instance relation used validates quite powerful simplifications. To the best of our knowledge, the best previous result is the linear lower bound proven in [17] for a whole class of so-called sound instance relations. Our result shows that there is an intrinsic limit to what simplification under instance relations not stronger than that of [13] can ever achieve. The proof uses new techniques and draws in an essential way upon results mentioned under both items 1 and 2 above.

It is perhaps worth stressing that the lower bound result is still interesting, even if one considers stronger instance relations than the one adopted here. In this case, the result can be viewed as a lower bound for a subclass of sound simplifications, namely those which can be validated under the instance relation of [13]. This remark is further clarified in Section 3 below.

The remainder of this paper is organized as follows. Section 2 introduces the type system, which appears in Appendix A, and Section 2 also contains some additional technical preliminaries. In Section 3 we define the notion of instance together with a notion of sound simplifications. The following three sections of the paper then give the technical results. Section 4 contains the results mentioned under item 1 above, Section 5 contains the results mentioned under item 2 above, and Section 6 proves the lower bound result mentioned under item 3 above. Section 7 contains some concluding remarks, and Section 8 ends the paper with a discussion of related work. Longer proofs are placed in Appendix B. Due to space limitations, proofs that are less illuminating had to be left out. They can be found in [29].

2 Preliminaries

We begin with a brief introduction to the system of atomic subtyping, which appears in Appendix A. For a more comprehensive account we refer the reader to [23].

We assume types ranged over by \( \tau \) and defined by

\[ \tau := \alpha \mid b \mid \tau \to \tau' \]

where \( \alpha (\beta, \gamma, \ldots) \) ranges over a denumerable set \( \mathcal{V} \) of type variables and \( b \) ranges over base types drawn from a partially ordered set \( (P, \leq_P) \) of type constants, such as, e.g., \( \text{int} \) (integers) and \( \text{real} \) (reals). An atomic type \( (\alpha, \text{an atom}, \text{for short}) \) is either a variable or a constant. Atoms are ranged over by \( A \). The term language is the lambda calculus extended with term constants

\[ M := x \mid \lambda x. M \mid M M' \]

Here \( x \), \( y \), \( z \), \ldots, ranges over term variables and \( c \) ranges over a given set of constants, such as, e.g., numerals and numerical functions.

We consider typing judgements \( t \) of the form \( t = C, \Gamma \vdash \tau \), where \( \tau \) is the standard system of atomic subtyping studied in, e.g., [23], [24], [13], [14], and [13]. The type system is a proof system for deriving such judgements, and it is given in Appendix A for reference. In a judgement, \( C \) is a constraint set, that is a finite set of subtyping hypotheses of the form \( \tau \leq \tau' \), and \( \Gamma \) is a finite set of type assumptions \( x : \tau \) for the free variables of \( M \) with no variable occurring more than once; thus, \( \Gamma \) can be regarded as a finite function from term variables to type expressions.

An atomic constraint set \( \Gamma \) is a constraint set in which all inequalities have the form \( A \leq A' \), i.e., only hypotheses involving atomic types are allowed. In atomic subtyping, we consider a judgement \( C, \Gamma \vdash \tau \) to be a derivable atomic judgement, if and only if it can be derived using the rules of the type system, and, moreover, \( C \) is an atomic constraint set. Only the derivable atomic judgements define welltypings in atomic subtyping.

The distinctive feature of subtyping systems is the presence of a rule of subsumption, which allows a term of type \( \tau \) to have also any supertype \( \tau' \). This is embodied in the rule \[ \text{sub} \], which appears in Figure 2 in Appendix A. This rule depends on a logic for deriving subtyping relations which is also given in Appendix A (Figure 1). The subtyping logic allows derivations of the form \( C \vdash \tau \leq \tau' \), meaning that under the subtyping hypotheses \( C \), the subtyping relation \( \tau \leq \tau' \) is derivable from \( P \). We say that a constraint set \( C \) syntactically entails constraint set \( C' \), written \( C \vdash C' \), if and only if \( C \vdash \tau \leq \tau' \) for all \( \tau \leq \tau' \in C' \) we say that \( C \) and \( C' \) are equivalent, written \( C \sim C' \), if and only if \( C \vdash C' \) and \( C' \vdash C \).

In the following development we require \( C \) to be consistent with \( P \), i.e., we consider only judgements \( t = C, \Gamma \vdash \tau \) such that, whenever \( b, b' \in P \) and \( C \vdash b < b' \), then \( b \leq_P b' \) holds in \( P \). The reason for this restriction is that the theory of minimality for typings which can contain inconsistent constraint sets becomes more complicated, and since we usually have no interest in inconsistent typings, this restriction seems natural.

If \( f : A \to B \) is a partial function from \( A \) to \( B \) then \( Dmf(f) \) denotes the domain of \( f \). A type substitution \( S \) is a function mapping type variables to types, and a substitution is lifted homomorphically to types. The support of \( S \), written \( \text{Supp}(S) \), is \( \{ \alpha \in \mathcal{V} \mid S(\alpha) \neq \alpha \} \), i.e., the set of variables not mapped to themselves by \( S \). If the support of \( S \) is finite with \( \text{Supp}(S) = \{ \alpha_1, \ldots, \alpha_n \} \), then we sometimes write just \( S = \{ \alpha_1 \mapsto S(\alpha_1), \ldots, \alpha_n \mapsto S(\alpha_n) \} \). If \( V \subseteq \mathcal{V} \) then the restriction of \( S \) to \( V \), denoted \( S|_V \), is the substitution \( S' \) such that \( S'(\alpha) = S(\alpha) \) for \( \alpha \in V \) and \( S'(\alpha) = \alpha \) for \( \alpha \notin V \).
for $\alpha \notin V$. If $S(\alpha)$ is an atom (i.e., a constant in $P$ or a variable) for all $\alpha$ then $S$ is called an atomic substitution. If $S(\alpha) \neq S(\beta)$ for all $\alpha, \beta \in V$ with $\alpha \neq \beta$, then $S$ is said to be injective on $V$. If $S$ maps all variables in $V$ to variables and $S$ is injective on $V$, then $S$ is called a renaming on $V$. If $t = C, \Gamma \vdash_p M : \tau$ we let $\text{Var}(C), \text{Var}(\Gamma), \text{Var}(\tau)$ denote, respectively, the type variables appearing in $C, \Gamma, \tau$. We let $\text{Var}(t) = \text{Var}(C) \cup \text{Var}(\Gamma) \cup \text{Var}(\tau)$. If $S$ is a renaming on $\text{Var}(t)$ we sometimes say just that $S$ is a renaming on $t$, for short. For constraint set $C$ we write $S(C) = \{S(\tau) \leq S(\tau') \mid \tau, \tau' \in C\}$, and for assumption set $\Gamma$ we write $S(\Gamma) = \{x : S(\tau) \mid x \in \Gamma\}$. We sometimes write the application of a finite substitution in reverse order, as in $C[\alpha \mapsto A]$.

3 Instance relation and sound simplifications

The following definition gives the instance relation as defined by Fuh and Mishra in [13]. There the relation is called lazy instance, here it is just the instance relation. Alternative instance relations are mentioned below.

**Definition 3.1 (Instance relation, principal typing)**
Let $t_1 = C_1, \Gamma_1 \vdash_p M : \tau_1, t_2 = C_2, \Gamma_2 \vdash_p M : \tau_2$ be two atomic judgements, and let $S$ be a type substitution. We say that $t_2$ is an instance of $t_1$ under $S$, written $t_1 \prec_S t_2$, iff

1. $C_1 \vdash_p S(C_1)$
2. $C_2 \vdash_p S(\Gamma_2) \leq \tau_2$
3. $Dm(\Gamma_1) \subseteq Dm(\Gamma_2)$ and $\forall x \in Dm(\Gamma_1), C_2 \vdash_p \Gamma_2(x) \leq S(\Gamma_1(x))$

We say that $t_2$ is an instance of $t_1$, written $t_1 \prec t_2$, iff there exists a type substitution $S$ such that $t_1 \prec_S t_2$. We say that $t_1$ and $t_2$ are equivalent, written $t_1 \approx t_2$, iff $t_1 \prec t_2$ and $t_2 \prec t_1$. Clearly, $\approx$ is an equivalence relation.

A typing judgement for a term $M$ is called a principal typing for $M$ if it is derivable in the type system, and it has all other derivable judgements for $M$ as instances.

A fundamentally new problem, which occurs in subtyping systems as compared to, say, simply typed lambda calculus (\(\lambda^s\) for short) and ML, is the brake-down of strong uniqueness properties of principal typings. While it is well known that principal types in \(\lambda^s\) are unique up to renaming of type variables, and principal ML types are unique up to renaming of bound variables, reordering of quantifiers and dropping of dummy quantifiers, a similarly simple situation does not hold for subtyping systems. Moreover, the principal type of a simple typed or an ML-typed program is guaranteed to be the syntactically shortest possible type for that program. This property, too, breaks down in subtyping systems. These points are illustrated in the following very simple examples.

**Example 3.2 Using Definition 3.1, one can show that the following typings are all principal typings for the identity function $Ax.x$:**

\[
\begin{align*}
t_1 &= \{\alpha \leq \beta, \beta \leq \alpha\}, 0 \vdash_p Ax.x : \alpha \rightarrow \beta \\
t_2 &= \{\alpha \leq \gamma, \gamma \leq \beta\}, 0 \vdash_p Ax.x : \alpha \rightarrow \beta \\
t_3 &= \{\alpha \rightarrow \beta\}, 0 \vdash_p Ax.x : \alpha \rightarrow \beta \\
t_4 &= 0, 0 \vdash_p \lambda x.x : \alpha \rightarrow \alpha
\end{align*}
\]

The next example is taken from [13]:

**Example 3.3 Let comp be the composition combinator defined by**

\[
\text{comp} = \lambda f, g. Ax.x.f(gx)
\]

Then both of the following typings are principal for comp:

\[
\begin{align*}
t_1 &= \{\delta \leq \alpha, \eta \leq \gamma, \beta \leq \delta\}, 0 \vdash_p \text{comp} : (\alpha \rightarrow \beta) \rightarrow (\gamma \rightarrow \delta) \rightarrow (\eta \rightarrow \nu) \\
t_2 &= 0, 0 \vdash_p \text{comp} : (\alpha \rightarrow \beta) \rightarrow (\gamma \rightarrow \alpha) \rightarrow (\gamma \rightarrow \beta)
\end{align*}
\]

In general, the equivalence class, with respect to \(\approx\), of typings of a given term contains infinitely many members, which may be related in non-trivial ways. Clearly, we should prefer the principal typings shown last in Example 3.2 and Example 3.3 to the others, since they are smaller, more readable and more informative than the others. It is the task of subtype simplification to discover such more desirable representatives among the many equivalent typings.

Simplifications must satisfy certain soundness conditions. We might say that simplifications must preserve the information content of typings. In our setting, we take the information content of a typing to be the set of all its instances. This leads to the requirement that, if \(\rightarrow\) is a simplification, viewed as a transformation on judgements, and $t$ and $t'$ are judgements such that $t \rightarrow t'$, then $t \approx t'$ must hold. The property $t \rightarrow t' \Rightarrow t \approx t'$ can be regarded as a soundness property for \(\rightarrow\), which guarantees that the transformation loses no typing power; in particular, a sound transformation will preserve principality of typings.

More subtle notions of instance and soundness are possible, for example such that are given by semantic concepts rather than the syntactic notion of instance used here. Recent works taking this approach to simplification include [32, 26, 5]. The instance relation \(\prec\) is interesting as an object of study, though, because it is natural and powerful enough to validate many non-trivial typing transformations. As was mentioned in the Introduction, lower bound results obtained using \(\prec\) have an independent interest for other, more powerful frameworks as well, because the results remain valid for a certain class of simplifications, namely those that are sound with respect to \(\approx\). Moreover, there seems to be good sense in studying restricted simplification frameworks, because even though we may choose more powerful ones, we may not be able to exploit their full power in practice. The reason is that it may be too costly, in terms of computational complexity, to verify that highly subtle soundness conditions are satisfied.

\[\text{See also [17] where a generic notion of sound instance relation is defined, based on syntactic concepts.}\]

\[\text{We note, for completeness, that [24] uses a less powerful notion of instance (relating fewer typings) which cannot validate many of the simplifications that are sound under \(\prec\). See [13, 17] for comparisons.}\]

\[\text{The weaker notion is of independent interest; for example it can be used to prove strong properties of principality and completeness of type inference algorithms.}\]
satisfied, and this is typically something which must be done by a simplification algorithm before a potential simplifying transformation can be carried out.

Before proceeding with the main technical development we recall some standard basic lemmas for atomic subtyping systems (see [24]). We say that two type expressions \( \tau \) and \( \tau' \) match if they have the same shape. More precisely, \( \tau \) matches \( \tau' \) if and only if both are atoms (not necessarily identical) or else \( \tau = \tau_1 \rightarrow \tau_2 \) and \( \tau' = \tau_1' \rightarrow \tau_2' \) and \( \tau_1 \) matches \( \tau_1' \) and \( \tau_2 \) matches \( \tau_2' \).

**Lemma 3.4 (Substitution Lemma)**

If \( C \vdash \tau \leq \tau' \), then \( S(C) \vdash S(\tau) \leq S(\tau') \).

**Lemma 3.5 (Match Lemma)**

If \( C \vdash \tau \leq \tau' \), then \( \tau \) and \( \tau' \) match.

**Lemma 3.6 (Decomposition Lemma)**

If \( C \vdash \tau \leq \tau' \), then \( \tau \) and \( \tau' \) match.

4 **Existence and uniqueness of minimal typings**

We first define what it means for a typing judgement to be minimal. We then prove that minimal typings (if they exist) are unique up to renaming substitutions. We then prove that minimal typing judgements always exist. The hard part is to prove existence.

In order to define minimality we first need the following notion of specialization.

**Definition 4.1 (Specialization)**

Let \( t_1 = C_1, \Gamma \vdash \tau : \tau_1, t_2 = C_2, \Gamma_2 \vdash \tau : \tau_2 \). We say that \( t_1 \) is a specialization of \( t_2 \), written \( t_1 \sim t_2 \), iff there exists a substitution \( S \) such that

1. \( C_1 \leq S(C_2) \)
2. \( \tau_1 = S(\tau_2) \)
3. \( \forall x \in \text{Dom}(\Gamma_1) \leq \text{Dom}(\Gamma_2) \) and \( \Gamma_1(x) = S(\Gamma_2(x)) \)

We may write \( t_1 \sim_S t_2 \) to signify that \( t_1 \sim t_2 \) under substitution \( S \).

Clearly, \( \sim \) is reflexive and transitive. Note also that, if \( t \sim_S t' \), then \( t \sim_S t' \).

**Example 4.2 Consider again the typings shown in Example 3.2.**

With \( S = \{ \beta \mapsto a, \gamma \mapsto a \} \) we have \( t_1 \sim_S t_1 \) for \( i = 1, 2, 3 \).

Consider the typings \( t_1 \) and \( t_2 \) shown in Example 3.3 and take \( S = \{ \delta \mapsto a, \eta \mapsto \gamma, \upsilon \mapsto \beta \} \). Then \( t_2 \sim_S t_1 \).

For a typing judgement \( t \) we let \( [t] \) denote the equivalence class of \( t \) with respect to \( \equiv \), i.e., \( [t] = \{ t' \mid t' \equiv t \} \).

We now define what it means for a typing judgement to be minimal. Intuitively, a minimal typing \( t \) is a most specialized element within \( [t] \). It is therefore an irreducible representative in its equivalence class, where the typing information has been made as explicit as possible.

**Definition 4.3 (Minimality)**

A typing judgement \( t \) is called minimal iff it holds for all \( t' \in [t] \) that \( t \sim t' \).

Notice that it can be quite non-trivial to establish that a given typing is minimal, because the definition of minimality quantifies over all the infinitely many members of an equivalence class. In order to reason about minimality it will therefore be necessary to develop some characterizations of this notion. We shall do so in Section 5.2 below. The result (Theorem 5.6) given there will, for example, allow us to conclude very easily that the typing \( t_1 \) of Example 3.2 is minimal for any \( \lambda x. x \) and that \( t_2 \) in Example 3.3 is minimal for \( \text{comp} \).

If \( t = C, \Gamma \vdash \tau : \tau \) and \( S \) is a type substitution, we write \( S(t) = S(C), S(\Gamma) \vdash \tau : S(\tau) \).

**Theorem 4.4 (Uniqueness of minimal typings)**

The relation \( \sim \) is a partial order up to renaming substitutions: if \( t_1 \sim_S t_2 \) and \( t_2 \equiv_S t_3 \), then \( S_1 \) a renaming on \( t_1 \), \( S_2 \) a renaming on \( t_2 \), and \( t_1 = S_1(t_1) \) and \( t_2 = S_2(t_2) \).

The hard part is to show that minimal typings exist in every equivalence class \([t]\). Basically, it will turn out that we shall always find a minimal typing in \([t]\) by taking a full substitution instance (see definition below) of \( t \) within \([t]\) and then optimizing the representation of the constraint set of the full substitution instance. The fact that a judgement obtained in this way is minimal will follow from a uniqueness property of fully substituted judgements within the equivalence class \([t]\).

**Definition 4.5 (Full substitution instance)**

If \( t' = S(t) \), then \( S(t) = S(C), S(\Gamma) \vdash \tau : S(\tau) \).

A full substitution instance of a typing \( t \) is a substitution instance of \( t \) which is fully substituted.

Notice that \( t' = S(t) \) implies \( t' \sim_S t \) but not vice versa.

**Lemma 4.6 If \( S(t) \in [t] \), then \( S \mid_{\text{Var}(t)} \) is an atomic substitution.**

**Proof.** Let \( t = C, \Gamma \vdash \tau : \tau \). By the assumptions, \( t' = S(t) \) is an atomic judgement, so \( S \mid_{\text{Var}(t)} \) is an atomic substitution. Since \( t \in [t] \), we have \( t \equiv t' \), which entails (via the Match Lemma and the definition of \( \equiv \)) that \( S(\tau) \) matches \( \tau \) and that \( \Gamma(x) = S(\Gamma_2(x)) \) for all \( x \in \text{Dom}(\Gamma) \). It follows that \( S \mid_{\text{Var}(t)} \) is an atomic substitution. We have now shown that \( S \mid_{\text{Var}(t)} \) is atomic.

By repeated application of non-renaming atomic substitutions to a typing, Lemma 4.6 entails that for any typing judgement \( t \), there exists a full substitution instance of \( t \) within \([t]\). Using the Substitution Lemma and the definition of \( \equiv \) is not too difficult to show the following useful lemma (also used in Appendix B).

**Lemma 4.7 If \( t_1 \sim_S t_2 \) and \( t_1 \sim_S t_3 \), then \( S_1(t_1) \sim_S S_1(t_2) \) and \( S_2(t_2) \sim_S S_2(t_2) \).

If \( t_1 \sim_S t_2 \) and \( t_2 \sim_S t_3 \), then \( S_1(t_1) \sim_S S_2(t_2) \), \( t_2 \) is a renaming on \( \text{Var}(t_1) \) and \( S_1 \) is a renaming on \( \text{Var}(t_2) \), then we say that \( t_1 \) and \( t_2 \) are equivalent under renaming and we write \( t_1 \equiv^* t_2 \) in this case.

**Lemma 4.8 If \( t_1 \equiv^* t_2 \) and \( t_1 \) and \( t_2 \) are fully substituted, then \( t_1 \equiv^* t_2 \).**
Proof. By $t_1 \approx t_2$ we have $t_1 \prec S_1 t_2$ and $t_2 \prec S_2 t_1$ for some substitutions $S_1, S_2$. By Lemma 4.7 we then have $S_1(t_1) \prec S_2 t_1$ and $S_2(t_2) \prec S_1 t_2$, hence $S_1(t_1) \notin [t_2]$ and $S_2(t_2) \notin [t_1]$. Since $t_1$ is fully substituted, it follows that $S_1$ is a renaming on $Var(t_1)$ and since $t_2$ is fully substituted, it follows that $S_2$ is a renaming on $Var(t_2)$. Then $t_1 \prec S_1 t_2$ and $t_2 \prec S_2 t_1$ establish that $t_1 \sim S \sim t_2$. \lozenge

We now wish to strengthen the conclusion of Lemma 4.8. Before doing so, we must consider cycle elimination in constraint sets. Given constraint set $C$ we can regard $C \cup P$ as a digraph in the obvious way. We say that an atomic set $C$ is cyclic if there are atoms $A_1, \ldots, A_n$, $n \geq 2$, with $A_1 = A_n$ and $A_i \leq A_{i+1}$ in $C \cup P$ for $i = 1 \ldots n-1$. Note that "loops" of the form $A \leq A$ can occur in an acyclic set.

The proof of the following lemma uses that judgements are consistent. One can then show that it is sound to eliminate cycles in an atomic constraint set, by substituting all elements of a cycle to a single atom (compare also [13]. This leads to

**Lemma 4.9** If $t = C, \Gamma \vdash_P M : \tau$ is fully substituted with $C$ consistent, then $C$ is acyclic.

Define the following operations on atomic constraint sets:

- $C^0 = C \setminus \{A \mid A \leq A \in C\} \cup \{b \leq b' \in C | b, b' \in P\}$
- $C^*$ is the transitive closure of $C$
- $C^- = \bigcap\{C' \mid C' \subseteq C^0, C^\sim \}

In case $C$ is acyclic, $C^-$ is the transitive reduction of $C$ (see [2]), which uniquely satisfies $(C^-)^\sim = C$ and whenever $(C^*)^\sim = C^0$ then $C^- \subseteq C^0$. One can show that if $C$ is atomic and consistent with $P$, then $C \sim_P (C^-)^\sim$, and if, in addition, $C$ is acyclic, then $C \sim_P C$ implies $(C^-)^\sim \subseteq C^0$.

The following proposition is the central technical result in this section. Perhaps surprisingly, the proof is somewhat tricky; it is given in Appendix B.1. The tricky part is to prove properties (ii) and (iii) of the proposition.

**Proposition 4.10** If $t_1 \approx t_2$ and $t_1, t_2$ are both fully substituted, then there is a renaming $S$ on $t_1$ such that

1. $C_1 \sim S(C_2)$
2. $\tau_1 = S(\tau_2)$
3. $Dm(\Gamma_1) = Dm(\Gamma_2)$ and $\Gamma_1(x) = S(\Gamma_2(x))$ for all $x \in Dm(\Gamma_1)$.

**Theorem 4.11** (Existence of minimal typings)

Let $t = C, \Gamma \vdash_P M : \tau$ be any atomic, consistent judgement, and let $S(t)$ be a full (atomic, consistent) substitution instance of $t$ within $[t]$. Define $\bar{t}$ by

$\bar{t} = (((S(C))^\sim)^\sim, S(\Gamma) \vdash_P M : S(\tau))$

Then $\bar{t}$ is a minimal judgement in $[t]$.

Proof. Clearly, $\bar{t}$ is fully substituted, and moreover $\bar{t} \approx t$ because $((S(C))^\sim)^\sim \sim_S (C)$ by consistency of $S(C)$. Now let $\bar{t}$ be an arbitrary, atomic, consistent judgement in $[t]$, and write $\bar{t}' = C', \Gamma' \vdash_P M : \tau'$. We must show that $\bar{t} \approx \bar{t}'$. Let $S'(t')$ be a full (atomic, consistent) substitution instance of $t'$ within $[t'] = [t]$. Then $S(t) \approx S'(t')$, and hence (by Lemma 4.8 and Proposition 4.11) there exists a renaming $R$ on $S'(t')$ such that

1. $S(C) \sim R(S'(C'))$
2. $\tau = R(\tau')$
3. $Dm(\Gamma) = Dm(\Gamma')$ and $S(\Gamma(x)) = R(S'(\Gamma'(x)))$ for all $x \in Dm(\Gamma)$.

Since $S(C)$ might be acyclic (by Lemma 4.9) and $S(C)$ is consistent, we have $((S(C))^\sim)^\sim \subseteq R(S'(C'))$. We have shown $\bar{t} \approx \bar{t}'$, thereby proving the theorem. \lozenge

5 Minimization

Since we now have an independent notion of minimal typings, we can meaningfully discuss completeness properties of transformations which are aimed at simplifying typings. We analyze the so-called $G$- and $S$-transformations defined by Fuh and Mishra in [13].

The main technical result is Theorem 5.6 below, which shows that under certain restricted conditions, $S$-simplification is complete for minimization. This result is used in a critical way in the lower bound proof in Section 6. Second, we show (Theorem 5.3 below) that, unless $P = NP$, there can be no polynomial time procedure for computing minimal typings. This underlines the claim made earlier that $\sim_S$ validates quite powerful simplifications. Third, we show that the $G$- and $S$-transformations taken together are incomplete for minimization. This shows that minimality as defined here (Definition 4.3) is not reducible to these simplifications.

We need a few definitions in order to introduce the $G$- and $S$-transformations. Given typing $t = C, \Gamma \vdash_P M : \tau$, let the observable types in $t$, denoted $Obv(t)$, be the constants in $P$ and type variables appearing in $\Gamma$ or $\tau$, i.e., $Obv(t) = Var(\Gamma) \cup Var(\tau) \cup P$. Let the internal variables in $t$, denoted $Intv(t)$, be the set $Intv(t) = \text{Var}(C) \setminus Obv(t)$. Then $G$-transformation changes only the internal variables of a typing, whereas $S$-transformation changes only the observable variables of a typing.

5.1 $G$-simplification and $G$-minimization

There are two kinds of $G$-transformation, one stronger than the other. The weaker one is called $G$-simplification, the stronger one is called $G$-minimization. They both eliminate internal variables from constraint sets. To recall from [13] the definition of $G$-simplification, let

$\uparrow_C(A) = \{A' \mid C \vdash_P A \leq A'\}$

and

$\downarrow_C(A) = \{A' \mid C \vdash_P A \leq A'\}$

Given variable $\alpha \in \text{Var}(C)$, we say that $\alpha$ is $G$-subsumed by an atom $A$ with respect to $C$, written $\alpha \leq_S A$, if $\uparrow_C(\alpha) \subseteq \{\alpha\} \subseteq \text{Var}(C)$ and $\downarrow_C(\alpha) \subseteq \{\alpha\} \subseteq \text{Var}(C)$. The transformation $\Rightarrow_S$ on typings is then defined as follows. Let $t_1 = C_1, \Gamma_1 \vdash_P M : \tau_1$ and $t_2 = C_2, \Gamma_2 \vdash_P M : \tau_2$. Then $t_1 \Rightarrow_S t_2$ if $C_2 = C_1[\alpha \Rightarrow A]$ where $\alpha \in \text{Intv}(C_1)$, $\alpha \not= A$ and $\alpha \leq_S A$ with respect to $C_1$. Note that $\Gamma_1 = \Gamma_2$ and $\tau_1 = \tau_2$, whenever $t_1 \Rightarrow_S t_2$. If $t_1 \Rightarrow_S t_2$ then $t_1 \approx t_2$, as shown in [13].

$G$-simplification can be regarded as an efficiently computable \footnote{A low-order polynomial time procedure is in [13].} approximation to a more powerful transformation
\( \rightarrow_8 \) called \( G \)-minimization, which can be defined as follows. Given typing \( t = C : \Gamma \vdash_P M : \tau \), let \( \text{Subs}(t) \) be the set of substitutions \( S \) such that

\[
S(\alpha) = \begin{cases} 
\alpha & \text{if } \alpha \notin \text{Intv}(t) \\
A \in \text{Var}(C) \cup P & \text{if } \alpha \in \text{Intv}(t)
\end{cases}
\]

Then \( t_1 \rightarrow_8^* t_2 \) if and only if there exists \( S \in \text{Subs}(t_1) \) such that \( C_2 = S(C_1) \), \( S \) is not a renaming on \( \text{Var}(C_1) \) and \( C_1 \vdash_P S(C_1) \).

Observe that both \( \rightarrow_2 \) and \( \rightarrow_8 \) are terminating; since the size of \( \text{Intv}(t) \) shrinks at every reduction step. Normalization with respect to \( \rightarrow_2 \) is accomplished by the procedure minimize in [13].

Fuh and Mishra [13] remark that finding a \( \alpha \)-normal form of a typing \( t \) appears to require exhaustive search through \( \text{Subs}(t) \) in the worst case, which, if true, would mean that \( G \)-minimization is exponential in the size of \( C \cup P \). We strengthen this remark technically in Theorem 5.3 below.

We first give examples that illustrate the strength of \( \rightarrow_8 \). The first example shows why \( \rightarrow_8 \) is an incomplete approximation to \( \rightarrow_\tilde{\alpha} \). The example shows that, in order to \( G \)-minimize, it is not sufficient to consider substitutions with singleton support\(^6\) and this explains, in part, why \( G \)-minimization is hard to compute (Theorem 5.3.)

**Example 5.1** Consider constraint set \( C \) below, where observable variables are shown inside a box:

\[
\begin{array}{c}
\delta_1 \\
\delta_2 \\
\delta_3
\end{array}
\]

![Diagram](image)

Call a substitution \( S \) simple if \( \text{Supp}(S) \) is a singleton set. It can be seen that \( C \) is \( G \)-simplified (i.e., in normal form with respect to \( \rightarrow_8 \)), because it is not possible to find a simple, non-identity substitution \( S \) of the form \( \{\delta_i \rightarrow A\} \), \( A \in \{\alpha, \beta, \gamma, \delta_1, \delta_2, \delta_3\} \), such that \( C \vdash_P S(C) \). However, the set \( C \) is not \( G \)-minimal, because the substitution

\[
S_{\text{min}} = \{\delta_1 \rightarrow \gamma, \delta_2 \rightarrow \gamma, \delta_3 \rightarrow \gamma\}
\]

satisfies \( C \vdash_P S_{\text{min}}(C) \). Note that even though \( S_{\text{min}} \) can be factored into a sequence of simple substitutions, as \( S_{\text{min}} = \{\delta_1 \rightarrow \gamma\} \circ \{\delta_2 \rightarrow \gamma\} \circ \{\delta_3 \rightarrow \gamma\} \), still there is no simple non-identity substitution \( S' \) which satisfies \( C \vdash_P S'(C) \). \( \square \)

The second example introduces an important poset, called 2-crown. This poset will play a major role both in the proof of Theorem 5.3 below and in the lower bound proof in Section 6. Pratt and Tiuryn [27] studied so-called n-crows to show that, for some finite posets \( P \), the problem P-SAT is NP-complete (P-SAT is: given atomic constraint set \( C \) over \( P \), determine if \( C \) is satisfiable in \( P \)). This result holds for \( P = \text{n-crown} \), for all \( n \geq 2 \), and it has been used by several researchers in the study of the complexity of subtype inference [31, 21, 8, 9].

**Example 5.2** (2-crows) A 2-crown is the poset with 4 elements 0, 1, 2, 3 ordered as shown below

![Diagram](image)

Let \( C \) be the set of internal variables, \( C = \{\alpha \leq \gamma, \beta \leq \gamma, \alpha \leq \delta, \beta \leq \delta\} \). Viewing \( C \) as a poset, it constitutes a 2-crown of variables. The reader can verify that \( C \rightarrow_8^* \{\alpha \leq \gamma, \beta \leq \delta\} \) by using the successive \( G \)-substitutions \( \beta \leq \gamma \alpha \leq \delta \).

Let \( G \)-minimization be the following problem: given an atomic constraint set \( C \) with a subset of \( \text{Var}(C) \) designated as observable, compute a \( \alpha \)-normal form of \( C \). The following theorem is proven in Appendix B.2.

**Theorem 5.3** If \( P \neq NP \), then \( G \)-minimization cannot be computed in polynomial time for any partial order \( P \).

Theorem 5.3 also holds for minimization (i.e., computing minimal typings in the sense of Definition 4.3), since we can always create situations where no observable variable can be substituted under minimization, by having both positive and negative occurrences of the observable variables in the type of the typing. For such typings minimization degenerates to \( G \)-minimization.

**5.2 S-simplification**

S-simplification eliminates observable variables from constraint sets. Given atomic constraint set \( C \), type \( \tau \), variable \( \alpha \) and atom \( A \), we say that \( \alpha \) is \( S \)-subsumed by \( A \) in \( C \) and \( \tau \), written \( \alpha \preceq S A \), if

1. either \( C \vdash_P A \leq \alpha \) and \( \alpha \) does not occur negatively in \( \tau \) and \( \text{clos}(\alpha) \setminus \{\alpha\} \subseteq \text{clos}(A) \)

2. or \( C \vdash_P A \leq \alpha \) and \( \alpha \) does not occur positively in \( \tau \) and \( \text{clos}(\alpha) \setminus \{\alpha\} \subseteq \text{clos}(A) \)

If \( t = C, \Gamma \vdash M : \tau \), with \( \text{dom}(\Gamma) = \{x_1, \ldots, x_n\} \), then we define the type \( \text{clos}(t) = \Gamma(x_1) \longrightarrow \ldots \longrightarrow \Gamma(x_n) \rightarrow \tau \). We then define, following Fuh and Mishra [13], the reduction \( \rightarrow_\ast \) on typings:

\[
\begin{align*}
t_1 \rightarrow_\ast t_2 & \text{iff } \\
& \begin{cases} 
(1) \alpha \preceq S A \text{ in } C_1 \text{ and } \text{clos}(f_1) \\
(2) C_2 = C_1 \{\alpha \rightarrow A\} \\
(3) \Gamma_2 = \Gamma_1 \{\alpha \rightarrow A\} \\
(4) \tau_2 = \tau_1 \{\alpha \rightarrow A\} \\
(5) \{\alpha \rightarrow A\} \text{ not renaming on } t_1
\end{cases}
\end{align*}
\]

Notice that \( \alpha \preceq S A \) implies \( \alpha \preceq S A \) but not vice versa. The stronger conditions for \( \preceq S \) ensure that the soundness property \( t \rightarrow_\ast t' \Rightarrow t' \equiv t \) holds.

**Example 5.4** Let \( C \) be as in Example 5.2. Then the reader can verify (using the definition of \( \preceq S \)) that \( C \) cannot be \( S \)-simplified. The reason for this has to do with the fact that for \( \alpha \preceq S A \) to hold, it must be the case that \( \alpha \) and \( A \) are comparable under the hypotheses in \( C \). \( \square \)

\(^6\)We are assuming that any combination of constraint sets and types can be given as input to minimization. Still, our results appear to be indicative of the difficulty of minimization in practice.
It turns out that S-simplification has an interesting completeness property, which can be used, under certain conditions, to give easy proofs that typings are minimal. The main technical result is in the following proposition. The proof can be found in Appendix B.3.

**Proposition 5.5** Let \( t = C, \Gamma \vdash P \vdash M : \tau \) and \( \tau' = \text{close}(t) \). Assume \( S \) is not the identity on \( \text{Var}(t) \) with

1. \( C \vdash P \vdash S(C) \)
2. \( C \vdash P \vdash S(\tau') \leq \tau' \)
3. \( \text{Supp}(S) \subseteq \text{Obv}(t) \)
4. \( C \) is acyclic

Then there exists \( \alpha \in \text{Supp}(S) \) such that \( \alpha \leq S(\alpha) \) with respect to \( C \) and \( \tau' \).

Using Proposition 5.5, one can prove (the proof is in Appendix B.4)

**Theorem 5.6** (Completeness of \( S \))

If \( \Gamma \vdash P \vdash M : \tau \) is an S-simplified typing with \( C \) acyclic and \( \text{Var}(C) \subseteq \text{Obv}(t) \), then the typing \( t_0 = (C^2)^{-1} \vdash P \vdash M : \tau \) is minimal.

Notice that (as promised in Section 4) Theorem 5.6 immediately implies that the typing \( t_4 \) from Example 3.2 is minimal for \( \Delta, x \) and that typing \( t_5 \) from Example 3.3 is minimal for \( \text{comp} \).

Theorem 5.6 is used in Section 6 below, where we prove an exponential lower bound for the size of constraint sets in principal typings.

### 5.3 Incompleteness of \( G \) and \( S \)

Theorem 5.6 naturally leads to the question whether \( G \)-minimization together with S-simplification is complete for minimization in the sense of Definition 4.3. By Example 5.7 below the answer is negative, independently of \( P \); the example shows that in minimization one cannot treat optimization of intervals and observables separately without losing completeness.

**Example 5.7** (Incompleteness of \( G \)-minimization and S-simplification) Let \( P \) be any non-trivial poset (i.e., \( P \) not discretely ordered). Then there are two distinct elements \( 0, 1 \in P \) with \( 0 < 1 \). Let \( C \) be the constraint set over \( P \):

\[
\begin{array}{c}
0 \\
\alpha \\
1 \\
\beta
\end{array}
\]

Here \( \gamma \) is observable and \( \alpha, \beta \) are internal. Now, \( C \) is \( G \)-minimal, since if \( S \) is any substitution on the internal variables of \( C \), i.e., with \( \text{Supp}(S) \subseteq \{ \alpha, \beta \} \), and \( S \) is not the identity on \( \text{Var}(C) \), then \( S \) cannot satisfy \( C \vdash P \vdash S(C) \); moreover, \( C \) is also S-simplified, since for no \( A = \gamma \) do we have \( \gamma \leq A \). However, with \( S_{\text{min}} = \{ \alpha \mapsto 0, \beta \mapsto 0, \gamma \mapsto 1 \} \) we do have \( C \vdash P \vdash S_{\text{min}}(C) \), because \( S_{\text{min}}(C) \subseteq P \). Hence, any typing \( t \) of the form \( t = C, \emptyset \vdash P \vdash M : \tau \) with \( \text{Var}(\tau) = \{ \gamma \} \) and \( \gamma \) occurring positively (and not negatively) in \( \tau \), cannot be fully substituted and hence it cannot be minimal, since \( S_{\text{min}}(t) < t \). \( \square \)

### 6 The size of principal typings

We prove a tight worst case exponential lower bound for the dag-size of both constraint sets and types in principal typings (Theorem 6.2 below). To the best of our knowledge, the best lower bound previously proven is the linear lower bound for a whole class of sound instance relations shown in [17]. The results of Section 4 as well as Theorem 5.6 are important ingredients in the lower bound proof to be presented below.

For \( \lambda^* \) we know (see [20]) that while \( \text{term} \) type size can be exponential, dag-size (see, e.g., [20] and [25]) is at most linear. The basic property responsible for this is that the type system of \( \lambda^* \) imposes enough equality constraints, in the sense of [34], that sharing yields exponential succinctness. To take a contrasting example, ML is not purely equational, and with its universal quantifier and its succinct lambda-expressions we get doubly exponential textual size of types and exponential dag-size, in the worst case (see [20, 25] with further references.) Subtyping is a system based on inequalities, and, as shown below, this leads to exponential dag-size of typings (constraint sets as well as types) due to the fact that exponentially many distinct variables may have to be present in a principal typing. Among other things, this result shows an intrinsic limit as to how much type-simplification techniques can possibly achieve for atomic subtyping, at least with instance relations not stronger than \( \leq \).

The exponential lower bound proof has two core parts. One is the construction of a series of terms \( Q_n \) with the intention that, for all \( n \geq 0 \), the principal typing of \( Q_n \) generated by a certain standard procedure has the form \( C_n, \emptyset \vdash P \vdash Q_n : :_n \), where \( C_n \) contains more than \( 2^n \) distinct type variables and \( \tau_n \) contains more than \( 2^n \) distinct type variables. The second main ingredient in the proof is Theorem 5.6 and the characterization of minimal typings of Section 4, which are employed in order to prove that the same property in fact holds for all principal typings of \( Q_n \), viz., that any principal typing must have a number of variables in both constraint set and type which is exponentially dependent on the size of the terms.

### 6.1 Preliminaries to the construction

For the purpose of the following development we shall first assume that we have a conditional construct with the typing rule

\[
\begin{array}{c}
C, \Gamma \vdash P : \text{bool} \\
C, \Gamma \vdash P \vdash N : \tau \\
C, \Gamma \vdash P \vdash Q : \tau
\end{array}
\]

Moreover, we shall assume pairs \( (M, N) \) and pair-types \( \tau * \tau' \) with the usual typing rule

\[
\begin{array}{c}
\text{[pair]} \\
C, \Gamma \vdash P : \tau_1 \text{ and } M : \tau_2
\end{array}
\]

together with projections 1st and 2nd using the standard typing rules

\[
\begin{array}{c}
\text{[proj1]} \\
C, \Gamma \vdash P \vdash (\text{1st} M) : \tau_1 \text{ and } M : \tau_2
\end{array}
\]

\[
\begin{array}{c}
\text{[proj2]} \\
C, \Gamma \vdash P \vdash (\text{2nd} M) : \tau_2
\end{array}
\]

The subtype ordering is lifted co-variation to pairs in the usual way, such that \( \tau_1 * \tau_2 \leq \tau_1' * \tau_2' \) holds if and only if \( \tau_1 \leq \tau_1' \) and \( \tau_2 \leq \tau_2' \) both hold.
These additional constructs are introduced here only because it is easier to understand the essence of the constructions to be given below using these constructs. Once we have completed the constructions, we shall show how to encode them in the "pure" lambda calculus with no additional constructs.

We shall consider the form of principal typings of terms. We use the fact, shown in [24], that a principal typing can always be obtained by the following standard procedure:

1. first extract subtyping constraints only at the leaves of the term (i.e., coercions are applied to variables and constants only), and then
2. perform a match-step in which a most general matching substitution (see [24] for details) is applied to the extracted constraint set (the match-step may fail, but if so then the term has no typing with atomic subtyping at all) and finally
3. decompose the matching constraints into atomic constraints, using the Decomposition Lemma (any matching set can be decomposed)

Once steps (1) through (3) have been performed, we can then apply transformations such as G and S to the typing, without loosing principality. We shall sometimes indicate the form of a typing derivation by compositions which are terms with explicit subtyping coercions and type assumptions for bound variables. A coercion from \( \tau \) to \( \tau' \) applied to a term \( M \) will be written as \( \tau \triangleright \tau' \) \( M \), so, for instance, the completion
\[
\lambda x : \alpha \triangleright \alpha x : \beta
\]
encodes the typing judgement \( \alpha \leq \beta \), \( \emptyset \vdash \alpha \cdot x : \alpha \rightarrow \beta \) as well as a derivation of that judgement.

6.2 The construction

We want to construct a series of terms \( Q_n \), such that for all \( n \geq 0 \), any principal typing of \( Q_n \) must contain an exponential number of distinct type variables in both constraint set and type. It is not difficult to write down a series of lambda terms that will produce types of textual size exponential in the size of the terms. A well known (see [20, 25]) series of terms with this property is \( D^n M \), the n-fold application of the "duplicator" \( D = \lambda x. (x, x) \) to \( M \). However, the principal typings of these terms, as derived by the standard procedure in the subtype system, can be simplified (using, in fact, only G-and S-simplification) in such a way that we get back their simple types of linear dag-size. This leads to the idea that, in order to get an exponential blow-up in dag-size of types in every possible principal typing, we must somehow produce a series of terms with the following properties

1. The terms must in some uniform way generate exponentially large sets of constraints which cannot be simplified much, and
2. The terms must be such that we can easily tell what their minimal typings look like

The second point is there, because in the absence of this property we should have difficulty proving that all possible representatives of the principal typings must be of exponential dag-size. To achieve these goals, we construct the terms \( Q_n \) essentially in such a way that the standard procedure will generate an exponential number of 2-crowns of observable variables in the constraint sets. Observable 2-crowns cannot be simplified (recall Example 5.4), and we can then invoke Theorems 5.6 to argue that the minimal typing of the \( Q_n \) must have exponentially many distinct variables. From this the lower bound will follow from the definition of minimality.

We proceed to give the construction. Let \( cond_{x,y} \) denote the expression with two free variables \( x \) and \( y \), given by
\[
cond_{x,y} = \text{if } true \text{ then } (x, y) \text{ else } (y, x)
\]
For a term variable \( f \), define the expression \( P_f \) with free variable \( f \) as follows:
\[
P_f = \lambda x : \alpha \cdot \lambda y : \beta \cdot cond_{x,y}.
\]
where \( K \) is the combinator \( \lambda x : \alpha \cdot \lambda y : \beta \cdot \alpha \rightarrow \beta \). Let \( f_1, f_2, \ldots \) be an enumeration of infinitely many distinct term variables, and let \( N \) be any expression; then define, for \( n \geq 0 \), the expression \( P^n N \) recursively by setting
\[
P^0 N = N, \quad P^{n+1} N = P_n(N, P^n N)
\]
Write \( \lambda f_{n+1} = M \) and \( \lambda f_1 = M \) for \( n \geq 1 \) and \( \lambda f_0 = M \). Now we can define the series of terms \( Q_n \), for \( n \geq 0 \) by setting
\[
Q_0 = \lambda f_1 \cdot \lambda x : \alpha \cdot \lambda y : \beta \cdot cond_{x,y}
\]
and
\[
Q_1 = \lambda f_1 \cdot \lambda x : \alpha \cdot \lambda y : \beta \cdot cond_{x,y}
\]

To prepare for a proof that the \( Q_n \) behave as claimed, let \( \alpha \) and \( \beta \) be two distinct variables and let \( v_0, v_1, \ldots, v_n, \ldots \) and \( \omega_0, \omega_1, \ldots, \omega_n, \ldots \) be two distinct enumerations of infinitely many type variables (so, all the \( \omega_i \) are different from all the \( v_j \) and all of these are distinct from \( \alpha \) and \( \beta \)). Let \( T^n \) denote the pair-type constructed as the fully balanced binary tree of height \( n \) with \( 2^n \) leaf nodes, with internal nodes labeled by \( * \) and leaf nodes labeled by variables
\[
v_0, v_0 + 1, \ldots, v_0 + 2^n - 1
\]
from left to right. So, for instance, \( T^0 \) is just the variable \( v_0 \), \( T^1 \) is the type \( v_0 + v_1 \), \( T^2 \) is the type \( (v_0 + v_1) * (v_2 + v_3) \), etc. Let us say that a type \( \tau \) has the shape of \( T^n \) if \( \tau \) is built from \( * \) and variables only and, moreover, \( \tau \) matches \( T^n \); so, in this case, \( \tau \) differs from \( T^n \) only by having possibly other variables than \( T^n \) at the leaves.

Define the type \( \tau^{[n]} \) for \( n \geq 0 \) by setting
\[
\tau^{[0]} = \alpha \rightarrow (\beta \rightarrow T^0), \quad \tau^{[n]}(n > 0) = (\sigma_{n-1} \rightarrow \omega_n), \ldots, (\sigma_1 \rightarrow \omega_1) \rightarrow \alpha \rightarrow (\beta \rightarrow T^{n+1})
\]
where \( \sigma_i \) is a renaming of \( T^i \) for \( i = 1, \ldots, n \), using fresh variables which occur nowhere else in the type. We assume that the \( \sigma_i \) use the variables \( \omega_1, \omega_2, \ldots, \omega_n \).

We show by induction on \( n \geq 0 \) that
Lemma 6.1 (Main Lemma) The minimal principal typing of $Q_n$ has the form $\lambda x. \lambda y. A \eta. \text{cond}_{z,y}, \lambda y. \alpha \lambda x. \beta$, where all variables in $C_n$ are observable, and $C_n$ contains at least $2^{n+1}$ distinct variables.

Proof. To prove the lemma, consider the term $Q_0$ for the base case. It is easy to see that a principal typing of $Q_0$ has the form $\lambda x. \lambda y. A \eta. \text{cond}_{z,y}, \lambda y. \alpha \lambda x. \beta \eta. \text{cond}_{v, z}$, where $C_0 = \{ z \leq v, \alpha \leq v \}$, $\beta \leq v \leq \beta \leq v \}$. This typing is derived by the standard procedure described earlier, where $G$-simplification has been performed to eliminate internal variables. The resulting typing derivation is given by the completion:

\[
\lambda x. \alpha \lambda y. \beta \quad \text{if true}
\]
\[
\lambda x. \alpha \lambda y. \beta \quad \text{if false}
\]
\[
\lambda x. \alpha \lambda y. \beta
\]

All variables in $C_0$ are observable, and, moreover, $C_0$ is a 2-crown, from which it easily follows that the typing is $S$-simplified. It then follows from Theorem 5.6 that the typing is the minimal principal typing for $Q_0$, and this typing satisfies the claim of the lemma for the case $n = 0$.

For the inductive case, consider $Q_{n+1} = \lambda f_{n+1}. \lambda f_{n+2}. \lambda x. \lambda y. (A \eta. \text{cond}_{z,y}, \lambda y. \alpha \lambda x. \beta)$. By induction hypothesis for $Q_n$, $\lambda f_{n+1}. \lambda f_{n+2}. \lambda x. \lambda y. (A \eta. \text{cond}_{z,y}, \lambda y. \alpha \lambda x. \beta)$ has a minimal principal typing with type $T_{n+1}$ (for some $m$) and coercion set $C_n$, which is at least $2^{n+1}$ type variables, assuming the appropriate sets $C_i \rightarrow \omega_i$ for the $f_i$, $(i = 1 \ldots m)$, $\alpha$ for $x$ and $\beta$ for $y$. Now imagine that we have inserted coercions at the leaves in the remaining part of $Q_{n+1}$ (cf. the standard procedure). Consider the type which must be assumed for $f_{n+1}$. Because $\lambda f_{n+1}. \lambda f_{n+2}. \lambda x. \lambda y. (A \eta. \text{cond}_{z,y}, \lambda y. \alpha \lambda x. \beta)$ is applied to $\lambda z. \ldots$, the type of $z$ must be $T_{n+1}$, and due to the application of $f_{n+1} \ldots$, the type assumed for $f_{n+1}$ must therefore have the form $\gamma_i \rightarrow \tau_i$, where $\gamma_i \rightarrow \tau_i$ is a renaming of $T_{n+1}$ (using fresh variables, and $\gamma_i$ fresh). However, since every variable in $\gamma_i \rightarrow \tau_i$ occurs only positively in the type of the entire expression $Q_{n+1}$, it follows by $S$-simplification that $\gamma_i \rightarrow \tau_i$ can be identified with $T_{n+1}$, and hence we need only consider coercion to $z$, given $f_{n+1}$. Using elimination of internal variables by $G$-simplification, it can be seen that a principal completion of $Q_{n+1}$ is obtained by inserting coercions as follows (assuming suitable coercions inside $\lambda f_{n+1}. \lambda f_{n+2}. \lambda x. \lambda y. (A \eta. \text{cond}_{z,y}, \lambda y. \alpha \lambda x. \beta)$):

\[
\lambda f_{n+1}. \lambda f_{n+2}. \lambda x. \lambda y. (A \eta. \text{cond}_{z,y}, \lambda y. \alpha \lambda x. \beta)
\]

which requires the types of $M_1$ and $M_2$ to be coerced to the domain type of $x$. This eliminates the need for the conditional.

Eliminating pairing and projections is more subtle. A first attempt might be to use the standard lambda-calculus encodings (see [6]Chapter 6.2), taking an encoded pair of $M$ and $N$ to be $\lambda M, N. \{ M, N \}$ with the definition

\[
\lambda \eta. \\lambda M, N. \{ M, N \}
\]

and $\text{set} = \lambda x. \lambda y. \lambda z. \lambda N. \{ \lambda x. \lambda y, x \}$, $\lambda x. \lambda y. y$. This will not work, however, because the application of a variable $z$ of encoded pair-type $\bar{\eta} \rightarrow \sigma \rightarrow \eta \rightarrow \sigma$ to both projections will force $\eta \rightarrow \sigma$; this is well-known in simple types and the same identification is also made (via valid simplifications) in subtyping. For example, the expression $M = \lambda x. \lambda y. (x, y)$

This can be explained in terms of the Curry-Howard isomorphism, because one cannot define logical conjunction as a derived notion from implication in minimal logic (see, e.g., [28].)
gets principal typing
\[
\emptyset, \{x : \alpha, y : \alpha \} \vdash r : M : (\alpha \to \alpha \to \beta) \to \beta
\]
This identification of types will render the lower-bound proof invalid for these encodings. However, instead of writing expressions such as

if true then \((\langle 2z, 1st z \rangle) \triangleq \langle 2z, 1st z \rangle, z)\)

we can do without the projections, by using the term

if true then \(\{\{z, s\}, \{z, t\}\} \triangleq \{\{s, z\}, \{t, z\}\}\)

where \(s\) and \(t\) are distinct, free variables. Summing up, we use the definitions

\[
eqty(M, N) = \lambda x. K(x)(MzN)
\]

\[
\{M, N\} = \lambda p. (pM)N
\]

\[
P_{f, x, z} = \lambda z:K \\{\{z, s\}, \{z, t\}\} \\{\{s, z\}, \{t, z\}\}\)

\[
P^{n+1} = \lambda x:Z, \lambda z:Z, \lambda x:Z, \lambda y:Z. P^n \eqty(x, y)
\]

7 Concluding remarks

This paper was written as part of a research effort to clarify which subtyping systems may become practicable in larger scale. However, the lower bound result does not by itself answer this question definitively. For example, type inference for ML teaches us to be cautious in drawing conclusions from theoretical lower bounds. ML has a DEXPTIME-complete type inference problem, and yet this appears to be no problem in actual ML-programs (see [25]Chapter 11.3 with further references.) On the other hand, experience does seem to suggest that subtyping systems can be difficult to scale up and that the simplification problem is critical (see references in the introduction.)

An open problem is to give lower bounds for the size of types and constraint sets for principal typings with respect to notions of equivalence that are more powerful than \(\approx\). We are currently investigating this problem, and we conjecture that some of the techniques presented in this paper can be used to prove exponential lower bounds for at least some of the more powerful frameworks one could naturally suggest.

8 Related work

Most closely related to the present work is that of Hoang and Mitchell [17] and that of Fuh and Mishra [13]. In [17], the authors prove a linear lower bound on the size of principal typings for a whole class of sound instance relations. Strong lower bounds for this class of relations are expectedly harder to obtain than corresponding lower bounds for the framework studied here, since less information is available about instance related typings. Also, the techniques used by Kanellakis, Mairson and Mitchell in [20] to analyze type size for simply typed lambda calculus and ML are related to our technique for the lower bound proof in Section 6, but the main part of that proof relies on new techniques tailored for subtyping. The pioneering work by Fuh and Mishra [13] on subtype simplification provided important background in the form of their S- and G-transformations. Fuh and Mishra operate with a notion of minimal typings, but their notion is defined in terms of their transformations, and, as shown by our incompleteness results, this notion is distinct from ours. As far as we know, our notion of minimality is the first purely logical notion, which relates all typings in a given equivalence class, independently of particular transformations. Recent work by Pottier [21], by Trifonov and Smith [31] and by Aiken, Wimmers and Palisberg [5] introduce more powerful notions of simplification for polymorphic constrained types, based on semantic subtyping and entailment relations. Moreover, the paper by Aiken, Wimmers and Palisberg initiates a systematic study of completeness properties of simplification procedures.
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Lemma B.1 Let $C_1, C_2$ be atomic constraint sets, and assume that $C_1 \vdash_P S_1(C_2)$ and $C_2 \vdash_P S_2(C_1)$ where $S_i$ is a renaming on $\text{Var}(C_i)$. Then $C_1 \sim_P S_2(C_1)$ and $C_2 \sim_P S_1(C_1)$.

Lemma B.2 (Anti-symmetry) Let $C$ be atomic. If $C \cup P$ contains no proper cycle, then $C \vdash_P \tau \leq \tau'$ and $C \vdash_P \tau' \leq \tau$ imply $\tau = \tau'$.

The main lemma follows:

Lemma B.3 Let $S$ be a substitution and $C$ an atomic constraint set with variable $\alpha \in \text{Var}(C)$. Assume

(i) $S$ is a renaming on $\text{Var}(C)$

(ii) $C \vdash_P S(C)$

(iii) $C$ is acyclic

(iv) either $C \vdash_P S(\alpha) \leq \alpha$ or $C \vdash_P \alpha \leq S(\alpha)$

Then $S(\alpha) = \alpha$.

Proof. We prove that $S(\alpha) \neq \alpha$ together with (i), (ii) and (iv) imply that $C$ is cyclic. We show the implication under the assumption that $C \vdash_P S(\alpha) \leq \alpha$; the proof of the implication under the alternative assumption $C \vdash_P \alpha \leq S(\alpha)$ is similar and left out.

So assume $\alpha \in \text{Var}(C)$, $S(\alpha) \neq \alpha$, (i), (ii) and $C \vdash_P S(\alpha) \leq \alpha$. We must show that $C$ is cyclic. We first show the following claim.

For all $n > 0$ one has:

(a) The set $D_n = \{S^k(\alpha) \mid 0 \leq k \leq n\}$ satisfies $D_n \subseteq \text{Var}(C)$

(b) $S^n(\alpha) \neq S^{n-1}(\alpha)$

(c) $C \vdash_P S^n(\alpha) \leq S^{n-1}(\alpha)$

All three items are proven simultaneously by induction on $n > 0$ (full details are in [29].)

Now, to prove the lemma, consider the set

$V = \{S^n(\alpha) \mid n \geq 0\}$

By property (a) of our claim above, we have $V \subseteq \text{Var}(C)$, and therefore $V$ is a finite set of variables with $S$ an injection of $V$ into itself (and, by finiteness of $V$, $S$ is therefore a bijection of $V$ onto itself). Hence, by finiteness of $V$, there must exist $i < j$ such that $S^i(\alpha) = S^j(\alpha)$. By property (b) of the claim we have $S^i(\alpha) \neq S^{i-1}(\alpha)$, and by property (c) one easily sees that $C \vdash_P S^i \leq S^j$ whenever $i < j$. We have therefore established that, under the subtype assumptions $C$, we have

$S^i(\alpha) < S^{i-1}(\alpha) < \ldots < S^j(\alpha)$

with $S^i(\alpha) = S^j(\alpha)$ (and $S^i(\alpha) < S^{i-1}(\alpha)$ shorthand for $C \vdash_P S^i(\alpha) \leq S^{i-1}(\alpha)$ with $S^i(\alpha) \neq S^{i-1}(\alpha)$.) The sequence shown establishes that there is a proper cycle in $C$. $\Box$

We are now ready to prove

Proposition 4.10 If $t_1 \approx S_1 t_2$ and $t_1, t_2$ are both fully substituted, then there is a renaming $S$ on $t_2$ such that

\[ C \vdash_P b \leq b', \text{ provided } b \leq_P b' \]

\[ C \vdash_P \tau \leq \tau \]

\[ C \cup \{\tau \leq \tau'\} \vdash_P \tau \leq \tau' \]

\[ C \vdash_P \tau \leq \tau', \quad C \vdash_P \tau' \leq \tau'' \]

\[ C \vdash_P \tau \leq \tau', \quad C \vdash_P \tau' \leq \tau'' \]

Figure 1: Subtype logic

[A] Type system

The subtyping system shown in Figure 2 uses, in the rule [sub] for coercion, a standard logic $\vdash_P$, shown in Figure 1, for deriving subtyping relations of the form $\tau \leq \tau'$ between types, given assumptions $C$ of atomic subtyping relations of the form $A \leq A'$. The rules are parametric in $(P, \leq_P)$, which is a given finite poset of base types, containing relations such as, e.g., int $\leq$ real. The rule [base] assumes a function TypeOf assigning types to term constants. A judgement $C, \Gamma \vdash_P M : \tau$ is a derivable atomic subtyping judgement iff it is derivable in the proof system of Figure 2 and $C$ is atomic, i.e., $C$ contains only subtyping hypotheses of the form $A \leq A'$ relating atomic types.

[B] Proofs

In the sequel we use the following property several times: if $C$ is a constraint set such that $C \vdash_P \alpha \leq A$ or $C \vdash_P A \leq \alpha$, where $\alpha$ is a variable and $\alpha \neq A$, then $\alpha$ must be mentioned in $C$, i.e., $\alpha \in \text{Var}(C)$. Note that the assumption $\alpha \neq A$ cannot be dropped here, since $C \vdash_P \alpha \leq \alpha$ for all $C$ and $\alpha$ by the reflexivity rule [ref].

B.1 Proof of Proposition 4.10

We first state two technical lemmas without proof. We then give a main lemma including its proof, since it is enlightening. Finally, we use the lemmas to prove Proposition 4.10.
(i) \( C_1 \models P \ S(C_2) \)

(ii) \( \tau_1 = S(\tau_2) \)

(iii) \( Dm(\Gamma_1) = Dm(\Gamma_2) \) and \( \Gamma_1(x) = S(\tau_2(x)) \) for all \( x \in Dm(\Gamma_1) \).

**Proof.** By \( t_1 \preceq t_2 \), we know that \( t_1 \preceq S_1 \) and \( t_2 \preceq S_2 \), with \( \Gamma_1 \) a renaming on \( \Gamma_1 \) and \( \Gamma_2 \) a renaming on \( \Gamma_2 \). We claim that the proposition holds with \( S = \Gamma_2 \). Part (i) follows easily from Lemma B.1 and the assumptions. Part (ii) and (iii) are similar, so we consider only part (ii).

To see that (ii) holds with \( S = \Gamma_2 \), one first shows, using Substitution Lemma and assumptions, that

\[
C_1 \models \ S_2(S(\tau_1)) \leq \tau_1
\]

(1)

Now, we know from Lemma 4.7 that \( S_2(S_1(t)) \approx t_1 \), hence we have \( S_2(S_1(t)) \approx t_2 \). It therefore follows from the assumption that \( t_1 \) is fully substituted that

\[
S_2 \circ S_1 \text{ is a renaming on } \text{Var}(t_1)
\]

(2)

Moreover, by \( S_2(S_1(t)) \approx t_1 \), we also have

\[
C_1 \models \ S_2(S_1(C_1))
\]

(3)

We now claim that in fact we have

\[
(*) \ S_1(S_1(\tau_1)) = \tau_1
\]

To see that (*) is true, assume that

\[
S_1(S_1(\tau_1)) \neq \tau_1
\]

(4)

Then there is a variable occurrence \( \alpha \) in \( \tau_1 \) such that

\[
(S_2 \circ S_1)(\alpha) \neq \alpha
\]

(5)

Let \( A = (S_2 \circ S_1)(\alpha) \). Then, because of (1), the Decomposition Lemma entails that \( \alpha \) and \( A \) must be comparable under \( C_1 \), and hence

\[
either C_1 \models \nu S_2(S_1(\alpha)) \leq \alpha \text{ or } C_1 \models \nu \alpha \leq S_2(S_1(\alpha))
\]

(6)

Since \( \alpha \) is a variable and \( A \neq \alpha \), it must be the case that

\[
\alpha \not\in \text{Var}(C_1)
\]

(7)

since otherwise \( \alpha \) and \( A \) could not be comparable under \( C_1 \). Finally, by Lemma 4.9, we know that

\[
C_1 \text{ is acyclic}
\]

(8)

because \( t_1 \) is assumed to be fully substituted. Now, (2), (3), (6), (7) and (8) allow us to apply Lemma B.3 to the substitution \( S_2 \circ S_1 \) on \( C_1 \), and the Lemma shows that we must have \( S_2(S_1(\alpha)) = \alpha \). This contradicts (5), and so we must reject the assumption (4), and (*) is thereby established.

Now, by (*) together with \( C_1 \models \nu S_2(S_1(\tau_1)) \leq S_2(S_1(\tau_2)) \) (which follows from the assumptions and Substitution Lemma) we get that

\[
C_1 \models \nu \tau_1 \leq S_2(S_1(\tau_2))
\]

(9)

We now show that \( C_1 \) is acyclic. But then \( C_1 \models \nu S_2(S_1(\tau_2)) \leq \tau_1 \) (which holds by the assumptions) and (9) show (using Lemma B.2 and \( C_1 \) acyclic) that \( \tau_1 = S_2(S_1(\tau_2)) \), as desired. We have now shown property (ii) of the proposition. Property (iii) follows by the same reasoning. □

**B.2 Proof of Theorem 5.3**

We sketch the proof of Theorem 5.3. The details left out are not so difficult to reconstruct from the sketch, but full details are in [29]. We are to prove:

**Theorem 5.3** If \( P \neq NP \), then \( G \)-minimization cannot be computed in polynomial time for any partial order \( P \).

**Proof.** Recall from Example 5.2 (and [27]) the poset called \( 2\text{-crown} \). In [27] it is shown that the problem \( 2\text{-crown-SAT} \) (satisfiability of atomic inequalities in \( 2\text{-crown} \)) is \( NP \)-complete. We will show that, if \( G \)-minimization could be computed in polynomial time, then \( 2\text{-crown-SAT} \) could also be solved in polynomial time, independently of the poset \( P \).

Fix the constraint set \( D \) shown in Figure 3 with variables \( \alpha, \beta, \gamma, \delta, \epsilon, \eta \), all designated as observable. Note that \( D \) can be regarded as a pair of (variables) of \( 2\text{-crown} \) which are "spliced together" at \( \gamma \) and \( \delta \), and, in particular, the lower part \( \{ \alpha, \beta, \gamma, \delta \} \) of \( D \) is isomorphic to \( 2\text{-crown} \) under the embedding \( \pi \). Let \( C \) be any atomic constraint set over \( 2\text{-crown} \) and assume w.l.o.g. that \( \text{Var}(C) \cap \text{Var}(D) = \emptyset \). We also assume w.l.o.g. that all constraint sets considered are reflexive (i.e., they have no loops.) Translate \( C \) to \( \overline{C} \) with

\[
\overline{C} = D \cup \pi(C) \cup \{ \alpha' \leq \epsilon, \alpha' \leq \eta \mid \alpha' \in \text{Var}(C)\}
\]

with all \( \alpha' \in \text{Var}(C) \) designated as internal variables in \( \overline{C} \). Let \( \overline{C} \) be a \( g^* \)-normal form of \( \overline{C} \). Then one can show that

\[
(*) \ \ \ \overline{C} \text{ is satisfiable in } 2\text{-crown \ if and only if } D \models \overline{C}
\]

The theorem follows from (*) by \( NP \)-completeness of \( 2\text{-crown-SAT} \), since the condition \( D \models \overline{C} \) can be checked in polynomial time by computing transitive closure (see, e.g., [24].)

**B.3 Proof of Proposition 5.5**

We are to prove

**Proposition 5.5** Let \( t = C, \Gamma \models P : \tau \) and \( \tau' = \text{ clos}(t) \). Assume \( S \) is not the identity on \( \text{Var}(t) \) with

(i) \( C \models P \ S(C) \)

(ii) \( C \models P \ S(\tau') \leq \tau' \)

(iii) \( \text{Supp}(S) \subseteq \text{Obv}(t) \)

![Figure 3: Constraint set D with all variables observable](image)
(iv) $C$ is acyclic.

Then there exists $a \in \text{Supp}(S)$ such that $a \leq_\preceq S(a)$ with respect to $C$ and $\tau'$.

**Proof.** The proof is by contradiction, so suppose, under the assumptions of the proposition, that

$$\neg \exists a \in \text{Supp}(S). \quad a \leq S(a) \text{ wrt. } C \text{ and } \tau' \quad (10)$$

Pick any $a \in \text{Supp}(S)$ (by assumption $\text{Supp}(S) \neq \emptyset$), so we have $a \neq S(a)$. By (ii) and (iii), $a$ must be comparable to $S(a)$ under $C$. Using these facts, it is easy to verify (by induction on $\tau'$, using (iv) acyclicity of $C$) that (ii) implies either $C \vdash a \leq S(a)$ with $a$ not occurring negatively in $\tau'$, or else $C \vdash a \leq S(a)$ with $a$ not occurring positively in $\tau'$. Assume that we have (the alternative case is similar)

$$(*) \quad C \vdash S(a) \leq a$$

with $a$ not occurring negatively in $\tau'$

By $C \vdash S(a) \leq a$ and $S(a) \neq a$ we get that, if $S(a)$ is not a constant, then $S(a)$ must be a variable occurring in $C$. Therefore $\{ a \mapsto S(a) \}$ cannot be a renaming on $t$. By (10) we must then have $\downarrow C(a) \setminus \{ a \} \not\subseteq \downarrow C(S(a))$, since otherwise we should have $a \leq S(a)$. So there must be an atomic type $A_1 \in \downarrow C(a) \setminus \{ a \}$ such that

$$A_1 \notin \downarrow C(S(a)) \quad (11)$$

In particular, we therefore have

$$A_1 \neq S(a), \quad A_1 \neq a \quad \text{and} \quad C \vdash A_1 \leq a \quad (12)$$

By the Substitution Lemma, we then have $S(C) \vdash C \vdash S(A_1) \leq S(a)$, and so, by (i), we also have

$$C \vdash S(A_1) \leq S(a) \quad (13)$$

If $A_1 = S(A_1)$, then by (13) it would follow that $C \vdash A_1 \leq S(a)$, hence $A_1 \in \downarrow C(S(a))$ in contradiction with (11). Therefore we must have

$$A_1 \neq S(A_1) \quad (14)$$

from which it follows that

$$A_1 \text{ is a variable in } \text{Supp}(S) \quad (15)$$

Now, by (15) and assumption (iii), $A_1$ is an observable variable, occurring in $\tau'$. Then (ii) implies that $A_1$ and $S(A_1)$ must be comparable under the hypotheses $C$. We already know (14) that $A_1 \neq S(A_1)$, and if $C \vdash A_1 \leq S(A_1)$, then it would follow by (13) that $C \vdash A_1 \leq S(a)$ in contradiction with (11). We must therefore conclude that

$$C \vdash S(A_1) \leq A_1 \quad \text{with no negative occurrence of } A_1 \text{ in } \tau' 
(16)$$

Summing up so far, we now have the situation

where the dotted line means “less than or equal to” and the full lines mean “strictly less than” with respect to $C$. But this, together with (16) shows that the situation described in (v) now holds with $A_1$ and $S(A_1)$ in place of $a$ and $S(a)$, and all the reasoning starting from (v) can therefore be repeated for $A_1$ and $S(A_1)$, leading, in particular, to the existence of an atom $A_2$ with $C \vdash A_2 \leq A_1$ and $A_2 \neq A_1$ etc. Hence, by repetition of the argument starting at (v), we obtain an arbitrarily long strictly decreasing chain (with respect to $C$)

$$a > A_1 > A_2 > \ldots$$

implying the existence of a proper cycle in $C \cup P$ and hence contradicting (iv). We must therefore reject the assumption (10), thereby proving the Proposition. $\square$

**B.4 Proof of Theorem 5.6**

We are to prove

**Theorem 5.6** If $t = C, \Gamma \vdash P$ \hbox{$M : \tau$ is an $S$-simplified typing with $C$ acyclic and $\text{Var}(C) \subseteq \text{Obv}(t)$, then the typing $t_0 = (C^o)^\tau$. $\Gamma \vdash P : \tau$ is minimal.}

**Proof.** We will show that any typing $t_0$ satisfying the conditions of the theorem must be fully substituted. Let $C_0 = (C^o)^\tau$. Now suppose that $S$ is a non-renaming substitution on $t_0$ such that $S(t_0) \neq t_0$. We can assume w.l.o.g. that $S$ is the identity on variables not appearing in $t_0$. Since $\text{Var}(C) \subseteq \text{Obv}(t)$ it follows that $\text{Supp}(S) \subseteq \text{Obv}(t_0)$. Since $S(t_0) \neq t_0$ there is a substitution $S'$ such that

1. $C_0 \vdash S' \circ S(t_0)$
2. $C_0 \vdash S' \circ \text{clo}(t_0) \subseteq \text{clo}(t_0)$

Since $S$ is not a renaming on $t_0$ it follows that $S' \circ S$ is not a renaming on $t_0$ and then Proposition 5.5 shows that $t_0$ is not $S$-simplified. This contradicts the assumption that $t$ is $S$-simplified. Therefore, any substitution $S$ such that $S(t_0) \in [t_0]$ must be a renaming on $t_0$. This establishes that $t_0$ is fully substituted. Theorem 4.11 then implies that $t_0$ is minimal. $\square$
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