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Abstract
We present two simple algorithms for finding immediate dominator in reducible graphs with \( n \) nodes and \( m \) edges: A \( O(n + m) \) RAM algorithm and an \( O(n + m \log \log n) \) pointer machine algorithm.

1 Introduction
 Algorithms for finding dominator trees for control flow graphs are described in [5, 7, 8]. Dominator trees are used in control flow analysis [1, 4]. In [5] a linear time algorithm is given. This algorithm is complicated and to our knowledge no experimental results using this algorithm have been published. This is the motivation for presenting two simpler algorithms, one of which runs on a pointer machine [10]. The algorithms presented in this paper have previously been described by the authors of this paper and also independently and simultaneously in [9]. But at that time the important results from [2, 3], were not applied, so the contribution of this paper is only a compilation.

2 Notation
A control flow graph \( CFG(V, E, s) \) is a directed graph with a start node \( s \), from which all nodes in \( V \) is reachable through the edges \( E \). Node \( x \) dominates \( y \) if and only if all paths from \( s \) to \( y \) pass through \( x \). The dominance relation is reflexive and transitive, and can be represented by a tree, called the dominator tree. If \( y \) is the parent of \( x \) in the dominator tree, then \( y \) immediately dominates \( x \), denoted as \( idom(x) = y \).

3 Algorithm
1) Given a \( CFG(V, E, s) \) we first compute a depth first tree with root \( s \) and all back-edges are removed, reducing the graph to \( CFG(V, E') \). This has no effect on the dominance relation as Tarjan has observed [5].
2) The graph \( CFG(V, E', s) \) is acyclic and can therefore be topologically sorted [6] ensuring that if \( (v, w) \in E' \) then \( v \) has a lower topological number than \( w \).
3) Now the dominator tree \( T \) can be constructed dynamically. Set \( s \) to the root of the dominator tree \( T \) and process the nodes from \( V \setminus \{s\} \) in increasing topological order as follows. Notice that the part of \( T \), which at any point has been build is used for determining \( idom \) for the rest of the nodes.
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• Let $W = \{y|(y,x) \in E'\}$ be the set of predecessors of $x$ in $CFG(V,E',s)$ and let $A$ be the set of nodes, where each node in $A$ is an ancestor in $T$ to all nodes in $W$. The node $idom(x)$ is the node in $A$ with the largest depth in $T$. Hence $idom(x)$ can be computed by repeatedly deleting two arbitrary nodes $v$ and $w$ from $W$ and inserting the nearest common ancestor (nca) of these nodes into the set $W$ until the set contains only one node.

• After computing $idom(x)$ the edge $(x,idom(x))$ is added to $T$.

The only unspecified part of the algorithm is the computation of nca in a tree $T$ which grows under the addition of leaves. In [3] a RAM algorithm is given which processes nca and addition of leaves in $O(1)$ time per operation and in [2] a pointer machine algorithm is given which processes addition of leaves in $O(1)$ and nca in $O(\log \log n)$ time.

**Theorem 1** The dominator tree for a reducible control flow graph with $n$ nodes and $m$ edges can be determined in $O(n+m)$ on a RAM and $O(n+m \log \log n)$ on a pointer machine.

Proof. Step 1 and 2 in the algorithm have complexity $O(n+m)$. In step 3 each node is visited and each edge can result in a query about nca in $T$, so at most $m$ nca-query is performed, which establishes the complexity. □
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