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Abstract

Integrity constraints are useful for the specification of deductive databases, as well as for inductive and abductive logic programs. Verifying integrity constraints upon updates is a major efficiency bottleneck and specialised methods have been developed to speedup this task. They can however still incur a considerable overhead. In this paper we propose a solution to this problem by using partial evaluation to pre-compile the integrity checking for certain update patterns. The idea being, that a lot of the integrity checking can already be performed given an update pattern without knowing the actual, concrete update.

In order to achieve the pre-compilation, we write the specialised integrity checking as a meta-interpreter in logic programming. This meta-interpreter incorporates the knowledge that the integrity constraints were not violated prior to a given update and uses a technique to lift the ground representation to the non-ground one for resolution. By partially evaluating this meta-interpreter for certain transaction patterns, using a sophisticated partial evaluation technique presented in earlier work, we are able to automatically obtain very efficient specialised update procedures, executing, for instance, substantially faster than the original meta-interpreter.

1 Introduction

Partial evaluation has received considerable attention both in functional programming (see e.g. [16] or [33] and the references therein) and logic programming (e.g. [27, 28, 36, 37],
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However, the concerns in these two approaches have strongly differed. In functional programming, self-application and the realisation of the different Futamura projections, has been the focus of a lot of contributions. In logic programming, self-application has received much less attention.\textsuperscript{1} Here, the majority of the work has been concerned with direct optimisation of run-time execution, often targeted at removing the overhead caused by meta-interpreters.

In the context of pure logic programs, partial evaluation is often referred to as \textit{partial deduction}, the term partial evaluation being reserved for the treatment of non-declarative programs. Firm theoretical foundations for partial deduction have been established by Lloyd and Shepherdson in \cite{LloydShepherdson1987}.

However, pure logic programming is rarely considered to be viable for practical “real-life” programming and for instance Prolog incorporates non-declarative extensions (note however the recent efforts towards a declarative successor of Prolog in e.g. \cite{Kowalski1981} or \cite{Mugnier1988}). In \cite{Harland1989} we presented a partial evaluation scheme for a practically usable subset of Prolog encompassing built-ins, like \texttt{var/1, nonvar/1} and \texttt{=../2},\textsuperscript{2} simple side-effects, like \texttt{print/1}, and the operational if-then-else construct. In this paper we apply this partial evaluation scheme to a non-trivial and practically useful meta-interpreter for specialised integrity checking in deductive databases.

From a theoretical viewpoint, \textit{integrity constraints} are very useful for specifying deductive databases as well as inductive or abductive logic programs.\textsuperscript{3} They ensure that no contradictory data can be introduced and monitor the coherence of a database. From a practical viewpoint however it can be quite expensive to check the integrity of a deductive database after each update. An extensive amount of research addresses the task of improving integrity checking such that it takes advantage of the fact that a database was consistent prior to any particular update and only verifies the relevant parts of a database. Some references to this line of work during the 80’s are \cite{Costa1984,DeMoura1986,Escardoc1989,Hullin1985,Shapiro1984}, with an overview offered in \cite{Gallo1984}. A clear exposition of the main issues in update propagation, can be found in \cite{Gallire1988}, while \cite{Gallo1988} compares the efficiency of some major strategies on a range of examples. Finally, recent contributions can be found in, among others, \cite{Gallo1990,Harland1991,Harland1994}.

Quite often, parts of the database remain static for longer periods of time and the updates are instances of certain given patterns. Therefore some techniques also address pre-compilation of the integrity constraint specialisation. For instance, the method by Wallace in \cite{Wallace1988} explicitly generates \textit{specialised update procedures} for certain update patterns. The techniques are however rather ad-hoc and restricted to very specific kinds of updates and to a particular simplification technique. Usually, the intensional database (i.e. the rules) and the integrity constraints are supposed to be fixed and known, the extensional database (i.e. the facts) is considered to be totally unknown and only updates to the extensional database are considered. This is for instance the case for the approach by Wallace in \cite{Wallace1988}.

A \textit{meta-program} is a program which takes another program, the \textit{object-program}, as

\begin{enumerate}
\item Some notable exceptions are \cite{Hullin1985,Shapiro1984,Escardoc1989,LloydShepherdson1987}.
\item But excluding built-ins which manipulate clauses and goals, like \texttt{call/1} or \texttt{assert/1}.
\item In the remainder of this paper we will only talk about deductive databases, but the discussions and results remain of course also valid for inductive or abductive logic programs with integrity constraints.
\end{enumerate}
input and manipulates it in some way. A detailed account of meta-programming and its
uses can be found in [31]. Some of the applications of meta-programming are: extending
the programming language, multi-agent reasoning, debugging, program analysis, program
transformation and of course specialised integrity checking. In the latter case the object
program is the (relevant) part of a deductive database and the meta program performs
specialised integrity checking.

In the late 80's it was proposed that partial evaluation could be used to derive specialised
integrity checks for deductive databases by partially evaluating meta-interpreters. This
would allow for a very flexible way of generating specialised update procedures. Any kind
of update pattern and any kind of partial knowledge can be considered — it is not fixed
beforehand which part of the database is static and which part is subject to change. This
can be very useful in practice. For instance in [10], Bry and Manthey argue that it is not
always the case that facts change more often than rules and that rules are updated more
often than integrity constraints. Furthermore, by implementing the specialised integrity
checking as a meta-interpreter, we are not stuck with one particular method. For example,
by adapting the meta-interpreter, we can implement different strategies depending on the
application at hand.

However, to the best of our knowledge, the idea based on partially evaluating a meta-
interpreter, was never actually implemented and in the second part of this paper we provide
the first practical realisation. We will apply the partial evaluation scheme developed in [42]
to a particular meta-program performing integrity checking in deductive databases. Our
results illustrate the viability of the above approach and indicate that partial evaluation
has the potential to create highly specialised update procedures for deductive databases.

The paper is structured as follows. In Section 2 we introduce some basic definitions
relative to deductive databases and present a method which performs specialised integrity
checking. In Sections 3 and 4 we present a meta-interpreter which implements this method
for hierarchical, normal databases and present some insights into object level representation
issues. In Section 5 we present a sophisticated partial evaluation technique based on [42],
which we then use in Section 6 to generate specialised update procedures and demonstrate
their efficiency by an extensive set of experiments. In Section 7 we discuss the steps required
to handle recursive databases. Some concluding remarks can be found in Section 8.

An earlier version of this article appeared in [46].

2 Deductive Databases and Integrity Checking

We assume the reader to be familiar with the standard notions of logic programming, like
term, atom or literal. Introductions to logic programming can be found in [1] and [51]. We
use the convention to represent logical variables by (specially typeset) uppercase letters
like x, y. Predicates and functors will be represented by lowercase letters like p, q, f, g.

In this section we present some essential background in deductive databases and in-
tegrity checking. We also present a new method for specialised integrity checking, which
we will later on implement as a meta-interpreter.
Definition 2.1 (Deductive Database)
A clause is a first-order formula of the form $\text{Head} \leftarrow \text{Body}$ where Head is an atom and Body is a conjunction of literals. A deductive database is a set of clauses.

We do not make any distinction between facts, rules and integrity constraints. A fact is just a clause with an empty body. An integrity constraint is a clause of the form $false \leftarrow \text{Body}$. As is well-known, more general rules and constraints can be reduced to this format through the transformations proposed in [54]. See also the discussions in [74] about inconsistency indicators.

For the purposes of this paper, it is convenient to consider a database to be inconsistent, or violating the integrity constraints, iff $false$ is derivable in the database via SLDNF (see e.g. [1] or [51]). Other views of inconsistency exist and some discussions can for instance be found in [11]. Note that we do not require a deductive database to be range-restricted. Range-restriction is not necessary for the approach in this paper. This is because our notion of integrity is based on the SLDNF procedure, which always gives the same answer irrespective of the underlying language (see e.g. [75]). However range-restriction is still useful as it ensures that no SLDNF-refutation will flounder.

Finally we allow SLDNF-derivations to be incomplete, i.e. neither leading to success nor failure, but to a goal where no literal has been selected for a further derivation step.

As pointed out above, integrity constraints play a crucial role in several logic programming based research areas. It is however probably fair to say that they received most attention in the context of (relational and) deductive databases. Addressed topics are, among others, constraint satisfiability, semantic query optimisation, system supported or even fully automatic recovery after integrity violation and efficient constraint checking upon updates. It is the latter topic that we focus on in this paper.

Two seminal contributions, providing first treatments of efficient constraint checking upon updates in a deductive database setting, are [19] and [53]. In essence, what is proposed is reasoning forwards from an explicit addition or deletion, computing indirectly caused implicit potential updates.

Consider the following clause:

$p(X,Y) \leftarrow q(X), r(Y)$

The addition of $q(a)$ might cause implicit additions of $p(a,Y)$-like facts. Which instances of $p(a,Y)$ will in fact be derivable depends of course on $r$. Moreover, some or all such instances might already be provable in some other way. Propagating such potential updates through the program clauses, we might hit upon the possible addition of $false$. Each time this happens, a way in which the update might endanger integrity has been uncovered. It is then necessary to evaluate the (properly instantiated) body of the affected integrity constraint to check whether $false$ is actually provable in this way.

We now present a particular method of update propagation in more detail.

Definition 2.2 (Database Update)
A database update, $U_r$, is a triple $\langle Db^+, Db^=, Db^- \rangle$ such that $Db^+, Db^=, Db^-$ are deductive databases and $Db^+ \cap Db^= = Db^+ \cap Db^- = Db^= \cap Db^- = \emptyset$. 
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We say that \( \delta \) is a SLDNF derivation after \( U \) iff \( \delta \) is an SLDNF derivation for \( Db^+ \cup Db^- \). Similarly \( \delta \) is a SLDNF derivation before \( U \) if \( \delta \) is an SLDNF derivation for \( Db^- \cup Db^+ \).

Note, that we take the liberty to not always explicitly cite the goal for which an SLDNF-derivation is made. Intuitively, \( Db^- \cup Db^+ \) represents the database state before the update and \( Db^+ \cup Db^- \) represents the database state after the update. In other words \( Db^- \) are the clauses removed by the update and \( Db^+ \) are the clauses which are added by the update.

We now present a method to characterise the (potential) effect a database update has on the set of deducible atoms. It is loosely based on the calculation of the sets of atoms \( pos_{D,D'}, neg_{D,D'} \) by Lloyd, Sonenberg and Topor in [53], which in turn is an extension of the calculation of \( atom_{D,D'} \) by Lloyd and Topor in [55]. The main difference being that we calculate \( pos(U) \) and \( neg(U) \) in one step instead of in two. This approach should be more efficient, while yielding the same result, because in each iteration step the influence of an atom \( C \) is independent of the other atoms currently in \( pos^i \) and \( neg^i \).

Also, from now on, \( mgu^*(A,B) \) represents an idempotent, most general unifier of the set \( \{A,B'\} \), where \( B' \) is obtained from \( B \) by standardising apart. This small technical point was overlooked in [53,55], meaning that the results therein are incorrect and one should use the \( mgu^* \) instead of the plain \( mgu \). A small discussion of this point is provided below in the proof of Lemma 2.7.

**Definition 2.3 (Potential Updates)**

*Given a database update \( U = \langle Db^+, Db^-, Db^- \rangle \), we define the set of positive potential updates \( pos(U) \) and the set of negative potential updates \( neg(U) \) inductively as follows:*

\[
\begin{align*}
pos^0(U) &= \{ A \mid A \leftarrow \text{Body} \in Db^+ \} \\
neg^0(U) &= \{ A \mid A \leftarrow \text{Body} \in Db^- \} \\
pos^{i+1}(U) &= \{ A \theta \mid A \leftarrow \ldots, B, \ldots \in Db^-, \\
&\quad C \in pos^i(U) \text{ and } mgu^*(B,C) = \theta \} \\
&\cup \{ A \theta \mid A \leftarrow \ldots, \neg B, \ldots \in Db^-, \\
&\quad C \in neg^i(U) \text{ and } mgu^*(B,C) = \theta \} \\
neg^{i+1}(U) &= \{ A \theta \mid A \leftarrow \ldots, B, \ldots \in Db^-, \\
&\quad C \in neg^i(U) \text{ and } mgu^*(B,C) = \theta \} \\
&\cup \{ A \theta \mid A \leftarrow \ldots, \neg B, \ldots \in Db^-, \\
&\quad C \in pos^i(U) \text{ and } mgu^*(B,C) = \theta \} \\
pos(U) &= \bigcup_{i \geq 0} pos^i(U) \\
neg(U) &= \bigcup_{i \geq 0} neg^i(U)
\end{align*}
\]

Note that the above definition does not test whether an atom \( A \in pos(U) \) is a “real” update, i.e. whether \( A \) is actually derivable after the update (this is what is called the *phantomness* test) and whether \( A \) was indeed not derivable before the update (this is
called the *idleness* test). A similar remark can be made about the atoms in \(\text{neg}(U)\). This has the advantage that we do not need to access the entire database, and in fact the above definition does not reference the set of facts in \(D\mathbb{b}^=\) at all, because only clauses with at least one literal in the body are used. This is advantageous in a lot of cases, but also somewhat restricts the usefulness of this method (and the one in [53, 55]) when rules and integrity constraints change more often than facts.

**Example 2.4** Let \(D\mathbb{b}^+ = \{\text{man}(a) \leftarrow \}\), \(D\mathbb{b}^- = \emptyset\) and let the following clauses represent the rules of \(D\mathbb{b}^=\):

\[
\begin{align*}
\text{mother}(x, y) & \leftarrow \text{parent}(x, y), \text{woman}(x) \\
\text{father}(x, y) & \leftarrow \text{parent}(x, y), \text{man}(x) \\
\text{false} & \leftarrow \text{man}(x), \text{woman}(x) \\
\text{false} & \leftarrow \text{parent}(x, y), \text{parent}(y, x)
\end{align*}
\]

With \(U = \langle D\mathbb{b}^+, D\mathbb{b}^=, D\mathbb{b}^- \rangle\), we then obtain that \(\text{pos}(U) = \{\text{man}(a), \text{father}(a, _), \text{false}\}\) and \(\text{neg}(U) = \emptyset\).

The following definition uses the sets \(\text{pos}(U)\) and \(\text{neg}(U)\) to obtain more specific instances of goals and detect whether the proof tree of a goal is potentially affected by an update.

**Definition 2.5** (\(\Theta^+_U\), \(\Theta^-_U\))

*Given a database update \(U\) and a goal \(G \leftarrow L_1, \ldots, L_n\), we define:*

\[
\begin{align*}
\Theta^+_U(G) &= \{ \theta \mid C \in \text{pos}(U), \text{mgu}^*(L_i, C) = \theta, \\
L_i &\text{ is a positive literal and } 1 \leq i \leq n \} \\
\bigcup &\{ \theta \mid C \in \text{neg}(U), \text{mgu}^*(A_i, C) = \theta, \\
L_i &= \lnot A_i \text{ and } 1 \leq i \leq n \}
\end{align*}
\]

\[
\Theta^-_U(G) = \{ \theta \mid C \in \text{neg}(U), \text{mgu}^*(L_i, C) = \theta, \\
L_i &\text{ is a positive literal and } 1 \leq i \leq n \} \\
\bigcup &\{ \theta \mid C \in \text{pos}(U), \text{mgu}^*(A_i, C) = \theta, \\
L_i &= \lnot A_i \text{ and } 1 \leq i \leq n \}
\]

*We say that \(G\) is potentially added by \(U\) iff \(\Theta^+_U(G) \neq \emptyset\). Also, \(G\) is potentially deleted by \(U\) iff \(\Theta^-_U(G) \neq \emptyset\).*

Note that trivially \(\Theta^+_U(G) \neq \emptyset\) iff \(\Theta^+_U(L_i) \neq \emptyset\) for some literal \(L_i\) of \(G\). The method by Lloyd, Sonenberg and Topor in [53] can roughly be seen as simplifying the integrity constraints by calculating \(\Theta^+_U(\leftarrow \text{Body}_i)\) for each body \(\text{Body}_i\) of an integrity constraint and then instantiating the integrity constraints using the so obtained set of substitutions.

For the Example 2.4 above we obtain:
\[ \Theta^+_U(\leftarrow \text{man}(x), \text{woman}(x)) = \{x/a\} \text{ and} \]  
\[ \Theta^+_U(\leftarrow \text{parent}(x, y), \text{parent}(y, x)) = \emptyset \]
and thus obtain the following set of simplified integrity constraints:
\[ \{\text{false} \leftarrow \text{man}(a), \text{woman}(a)\} \]

Checking this simplified constraint is of course much more efficient than entirely re-checking all the integrity constraints of Example 2.4.

In our method we will use the substitutions \( \Theta^+_U \) slightly differently. First though, we characterise the derivations in a database after some update, which were not present before the update.

**Definition 2.6 (incremental SLDNF-derivation)**

Let \( U = \langle D^+, D^-, D^- \rangle \) be a database update and let \( \delta \) be an SLDNF-derivation after \( U \). A derivation step of \( \delta \) will be called incremental iff it resolves a positive literal with a clause from \( D^+ \) or if it selects a ground negative literal \( \neg A \) such that \( \leftarrow A \) is potentially deleted by \( U \).

We say that \( \delta \) is incremental iff it contains at least one incremental derivation step.

The treatment of negative literals in the above definition is not optimal. In fact \( \leftarrow A \) is potentially deleted by \( U \)” does not guarantee that the same derivation does not exist in the database state prior to an update. However an optimal criterion, due to its complexity, has not been implemented in the current approach.

**Lemma 2.7**

Let \( G \) be a goal and \( U \) a database update. If there exists an incremental derivation for \( G \) after \( U \), then \( G \) is potentially added by \( U \).

**Proof:**

Let \( U = \langle D^+, D^-, D^- \rangle \) and let \( \delta \) be the incremental derivation for \( G \) after \( U \). We define \( \delta' \) to be the incremental derivation \( G_0 = G, G_1, \ldots, G_k \) for \( G \) after \( U \), obtained by stopping at the first incremental derivation step of \( \delta \).

**Base Case:** There are two possibilities: either a positive literal \( L_i = A_i \) or a negative literal \( L_i = \neg A_i \) has been selected inside \( G_{k-1} \) at the last (incremental) step. In the first case the goal \( G_{k-1} \) has been resolved with a standardised apart\(^4\) clause \( A \leftarrow \text{Body} \in D^+ \) with \( \text{mgu}(A, C) = \theta \). Thus by Definition 2.3 we have \( A \in \text{pos}(U) \) and by Definition 2.5 we obtain \( \theta \in \Theta^+_U(\leftarrow L) \).

In the second case \( \Theta^+_U(\leftarrow A_i) \neq \emptyset \) and by Definition 2.5: \( \exists C \in \text{neg}(U) \) such that \( \text{mgu}^*(A_i, C) = \theta \). Hence we know that \( \theta \in \Theta^{+}_U(\leftarrow L) \). In both cases \( \Theta^+_U(\leftarrow L) \neq \emptyset \) and it follows that the goal \( G_{k-1} \) is potentially added by \( U \).

\(^4\)So far we have not provided a formal definition of the notion of “standardising apart”. Several ones, correct and incorrect, exist in the literature (see e.g. the discussion in [35] or [22]). Just suppose for the remainder of this proof that fresh variables, not occurring “anywhere else”, are used.
**Induction Step:** We can now prove by induction that the set of goals \( \{G_{k-2}, \ldots, G_0\} \) are also potentially added. Let us suppose that \( G_m \leftarrow L_1, \ldots, L_n \), with \( 1 \leq m \leq k - 1 \), is potentially added. We know that for at least one literal \( L_i \) we have that \( \Theta_U^+(\leftarrow L_i) \neq \emptyset \).

If a negative literal has been selected in the derivation step from \( G_{m-1} \) to \( G_m \) then \( G_{m-1} \) is also potentially added, because all the literals \( L_i \) also occur unchanged in \( G_{m-1} \).

If a positive literal \( L_j^* \) has been selected in the derivation step from \( G_{m-1} \) to \( G_m \) and resolved with the (standardised apart) clause \( A \leftarrow B_1, \ldots, B_q \in Db^\equiv, \) with \( mgu(L_j^*, A) = \theta \), we have: \( G_{m-1} = \leftarrow L_1^*, \ldots, L_j^*, \ldots, L_n^* \), \( G_m = \leftarrow (L_1^*, \ldots, L_j^*-1, B_1, \ldots, B_q, L_j^*, \ldots, L_n^*) \theta \).

There are again two cases. Either there exists a \( L_p^\prime \), with \( 1 \leq p \leq r \) and \( p \neq j \), such that \( \Theta_U^+(\leftarrow L_p^\prime) \neq \emptyset \). In that case we have (because \( mgu^\ast \) is used inside Definition 2.5) that \( \Theta_U^+(\leftarrow L_p^\prime) \neq \emptyset \) and \( G_{m-1} \) is potentially added. Note that this is *not* the case if we use just the mgu without standardising apart. As already pointed out this has been overlooked in [53,55]. Take for instance \( L_p^\prime = p(a, y, b, x) \) and \( \theta = \{x/y, y/x\} \). Then \( L_p^\prime \theta \) unifies with \( p(x, a, y, b) \in \text{pos}(U) \) and the more general \( L_p^\prime \) does not!

In the other case there only exists a \( B_p \), with \( 1 \leq p \leq q \), such that \( \Theta_U^+(\leftarrow B_p) \neq \emptyset \). If \( B_p \) is a positive literal, we know by Definition 2.5 that: \( \exists C \in \text{pos}(U) \) with \( mgu^\ast(B_p, C) = \sigma \). From the fact that \( C \) is standardised apart before unifying with \( B_p \), we know that for some \( \theta' \) \( mgu^\ast(B_p, C) = \theta' \) (again this is *not* the case if we use the mgu). Hence by Definition 2.3 we can conclude that a variant of \( A\theta' \) is an element of \( \text{pos}(U) \). It only remains to be proven that \( mgu^\ast(L_j^*, A\theta') \) exists. We know that \( \theta' \) is the most general unifier of \( B_p \) and a standardised apart version \( C^* \) of \( C \) and we also know that \( \theta \sigma \) is a unifier of \( B_p \) and \( C^* \) (because the variables of \( \theta \) and \( C^* \) are disjoint). Hence \( \theta' \) is more general than \( \theta \sigma \), i.e. for some \( \gamma \) we have \( \theta' \gamma = \theta \sigma \). From this we can deduce that \( A\theta'\gamma = A\theta \sigma \). Let us now take the standardised apart version \( A^* \) of \( A\theta' \) that will be used in the calculation of \( mgu^\ast(L_j^*, A\theta') \).

We know that for some \( \gamma' \) we have that \( A^* \gamma' = A\theta \sigma \). We also know (by standardising apart) that the domain of \( \gamma' \) has no variables in common with the domain of \( \theta \sigma \) and hence \( \gamma \cup \theta \sigma \) is a well defined substitution. And indeed, \( \gamma \cup \theta \sigma \) is a unifier for \( \{L_j^*, A^*\} \) and hence a most general unifier must exist. We can thus conclude that \( \Theta_U^+(\leftarrow L_j^*) \neq \emptyset \) and that \( G_{m-1} \) is potentially added.

The proof is almost identical for the case that \( B_p \) is a negative literal. In summary all the goals \( \{G_{k-1}, \ldots, G_0\} \) are potentially added and thus also \( G = G_0 \).

**Definition 2.8 (relevant SLDNF-derivation)**

Let \( \delta \) be a (possibly incomplete) SLDNF-derivation after \( U = \langle Db^+, Db^-, Db^\equiv \rangle \) and let \( G_0, G_1, \ldots \) be the sequence of goals of \( \delta \). We say that \( \delta \) is a relevant derivation after \( U \) iff for each \( G_i \) we either have that \( G_i \) is potentially added by \( U \) or \( \delta_i \) is incremental after \( U \), where \( \delta_i \) is the sub-derivation leading from \( G_0 \) to \( G_i \).

A refutation being a particular derivation we can specialise the concept and define relevant refutations. The following theorem will form the basis of our method for performing specialised integrity checking.

**Theorem 2.9 (Incremental Integrity Checking)**

Let \( U = \langle Db^+, Db^-, Db^\equiv \rangle \) be a database update such that there is no SLDNF refutation...
before \( U \) for the goal \( \leftarrow \text{false} \).

Then \( \leftarrow \text{false} \) has a SLDNF-refutation after \( U \) iff \( \leftarrow \text{false} \) has a relevant refutation after \( U \).

**Proof:**

\( \leftarrow \): If \( \leftarrow \text{false} \) has a relevant refutation then it trivially has a refutation, namely the relevant one.

\( \Rightarrow \): The refutation must be incremental, because otherwise the derivation is also valid for \( Db^\ominus \cup Db^- \) and we have a contradiction. Let \( G_0 = \leftarrow \text{false}, G_1, \ldots, G_k = \boxempty \) be the incremental refutation. For each \( G_i \), we either have that \( G_i \) occurs after the first incremental derivation step and hence the sub-derivation \( \delta_i \), leading from \( G_0 \) to \( G_i \), is incremental. If on the other hand \( G_i \) is situated before the first incremental derivation step, we can use Lemma 2.7 to infer that \( G_i \) is potentially added. Thus the derivation conforms to Definition 2.8 and is relevant. \( \square \)

In other words, if we know that the integrity constraints of a deductive database were not violated before an update, then we only have to search for a relevant refutation of \( \leftarrow \text{false} \) in order to check the integrity constraints after the update.

The method can best be illustrated by re-examining Example 2.4. The goals in the SLD-tree in Figure 1 are annotated with their corresponding sets of substitutions \( \Theta_U^+ \). The SLD-derivation leading to \( \leftarrow \text{parent}(x, y), \text{parent}(y, x) \) is not relevant and can therefore be pruned. Similarly all derivations descending from the goal \( \leftarrow \text{man}(x), \text{woman}(x) \) which do not use \( Db^+ = \{ \text{man}(a) \leftarrow \} \) are not relevant either and can also be pruned. However the derivation leading to \( \leftarrow \text{woman}(a) \) is incremental and is relevant even though \( \leftarrow \text{woman}(a) \) is not potentially added.

![SLDNF-tree for example 2.4](image)

**Figure 1:** SLDNF-tree for example 2.4

Note that the above method can be seen as an extension of the method in [53], because \( \Theta_U^+ \) is not only used to simplify the integrity constraints at the topmost level (i.e. affecting the bodies of integrity constraints), but is used throughout the testing of the integrity
constraints to prune non-relevant branches. An example where this aspect is important will be presented in Section 6.

Note however that the method in [53] not only removes integrity constraints but also instantiates them, possibly generating several specialised integrity constraints for a single unspecialised one. This instantiation often considerably reduces the number of matching facts and is therefore often vital for improving the efficiency of the integrity checks. The Definition 2.8 of relevant derivations does not use $\Theta_U$ to instantiate intermediate goals. The reasons for this are purely practical, namely, to keep the meta-interpreter as simple as possible for effective partial evaluation. Definition 2.8 could actually be easily adapted to use $\Theta_U$ for instantiating goals and Theorem 2.9 would still be valid. But, surprisingly, the instantiations will often be performed by the partial evaluation method itself and the results in Section 6 illustrate this. We will further elaborate on these aspects in Section 4.

3 The Meta-interpreter

3.1 Specialised Update Procedures

Specialised integrity checking, like the method of the previous section, can be implemented through a meta-interpreter, manipulating updates and databases as object-level expressions. As we already mentioned, a major benefit of such a meta-programming approach lies in the flexibility it offers: Any particular propagation and simplification strategy can be incorporated into the meta-program.

Furthermore, by partial evaluation of this meta-interpreter, we may (in principle) be able to pre-compile the integrity checking for certain update patterns. Let us re-examine Example 2.4. For the concrete update of Example 2.4, with $D^+ = \{\text{man}(a) \leftarrow \}$, a meta-interpreter implementing the method of the previous section would try to find a refutation for $\leftarrow \text{false}$ in the manner outlined in Figure 1. By specialising this meta-interpreter for an update pattern $D^+ = \{\text{man}(A) \leftarrow \}$, $D^- = \emptyset$, where $A$ is not yet known, one might (hopefully) obtain a specialised update procedure, efficiently checking integrity, essentially as follows:

$$\text{inconsistent(add(man(A)))) \leftarrow \text{evaluate(woman(A))}$$

Given the actual value for $A$, this procedure will basically check consistency in a similar manner to the unspecialised meta-interpreter, but will do this much more efficiently, because the propagation, simplification and evaluation process is already pre-compiled. For instance, the derivation in Figure 1 leading to $\leftarrow \text{parent}(x,y), \text{parent}(y,x)$ has already been pruned at specialisation time. Similarly all derivations descending from the goal $\leftarrow \text{man}(x), \text{woman}(x)$, which do not use $D^+$, have also already been pruned at specialisation time. Finally, the specialised update procedure no longer has to calculate $\text{pos}(U)$ and $\text{neg}(U)$ for the concrete update $U$. All of this can lead to very high efficiency gains.

Both [80] and [74] explicitly address this compilation aspect. Their approaches are however more limited in some important respects and both use ad-hoc techniques and terminology instead of well-established and general apparatus provided by meta-interpreters.
and partial deduction (the main concern of [74] is to show why using inconsistency indicators instead of integrity constraints is relevant for efficiency and a good idea in general).

In this section we will present a meta-interpreter for specialised integrity checking which is based on Theorem 2.9. This meta-interpreter will act on object level expressions (terms, atoms, goals, clauses, ...) which represent the deductive database under consideration. So, before presenting the meta-interpreter in more detail, it is advisable to discuss the issue of representing these object level expressions at the meta-level, i.e. inside the meta-interpreter.

3.2 The Ground, Non-Ground and Mixed Representations

In logic programming, there are basically two opposing schools of thought on how an object level expression, say the atom \( p(x, a) \), should be represented at the meta-level. The first school would use the term \( p(x, a) \) as the representation, while the second one would use something like the term \( \text{struct}(p, [\text{var}(1), \text{struct}(a, [])]) \). The first term is a non-ground representation which represents an object-level variable as a meta-level variable. The second one is a ground representation which represents an object-level variable as a ground term. Some examples of the ground representation that will be used throughout this paper are presented in Figure 2.

<table>
<thead>
<tr>
<th>Object level</th>
<th>Ground representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>( \text{var}(1) )</td>
</tr>
<tr>
<td>( c )</td>
<td>( \text{struct}(c, []) )</td>
</tr>
<tr>
<td>( f(x, a) )</td>
<td>( \text{struct}(f, [\text{var}(1), \text{struct}(a, [])]) )</td>
</tr>
<tr>
<td>( p \leftarrow q )</td>
<td>( \text{struct}(	ext{clause}, [\text{struct}(p, []), \text{struct}(q, [])]) )</td>
</tr>
</tbody>
</table>

Figure 2: A ground representation

The ground representation has the advantage that it can be treated purely declaratively, while for many applications the non-ground representation requires the use of extra-logical built-ins. The non-ground representation also has semantical problems (although they were solved to some extent in [18, 58, 59]). The main advantage of the non-ground representation is that the meta-interpreter can use the underlying unification mechanism, while for the ground representation, the meta-interpreter has to make use of an explicit unification algorithm. This (currently) induces a difference in speed reaching several orders of magnitude. The current consensus in the logic programming community is that both representations have their merits and the actual choice depends on the particular application. For a more detailed discussion we refer the reader to [31], [6, 32], the conclusion of [58] or the extended version of [48]. Some further comments concerning these issues will also be made in Section 7.

Sometimes however it is possible to combine both approaches into one. This was first exemplified by Gallagher in [26, 27], where an interpreter for the ground representation is
presented which lifts the ground representation to the non-ground one for resolution. We will call this approach the mixed representation. A similar technique was used in the self-applicable partial evaluator Logimix [33,62]. Hill and Gallagher [31] also provide a recent account of this style of writing meta-interpreters with its uses and limitations. With that technique we can use the versatility of the ground representation for representing object level expressions, while not suffering an enormous speed decrease. Furthermore, as demonstrated by Gallagher in [26] and in the results of our experiments, partial evaluation can in this way sometimes completely remove the overhead of the ground representation. Performing a similar feat on a meta-interpreter using the ground representation and explicit unification is much harder and has, to the best of our knowledge, not been accomplished yet (for some promising attempts see the partial evaluator SAGE [7,29,30], or the new scheme for the ground representation in [48]).

Instead of using the mixed representation, one may also think of simply using the non-ground representation to write our meta-interpreter. There are actually several reasons why this is not such a good idea. One disadvantage of the non-ground representation is that it is more difficult to specify partial knowledge for partial evaluation. Suppose for instance that we know that a given atom (for instance the head of a fact that will be added to a deductive database) will be of the form man(T), where T is a constant, but we don’t know yet at partial evaluation time which particular constant T stands for. In the ground representation the this can be expressed by writing the atom as struct(man,[struct(c,[])]). However in the non-ground representation we have to write this as man(x), which is unfortunately less precise, as the variable x now no longer represents only constants but stands for any term.5

There is unfortunately another caveat to using the non-ground representation: either the object-program has to be stored explicitly using meta-program clauses, instead of using a term-representation of the object program, or nonlogical built-ins like copy/2 have to be used to perform the standardising apart. Figure 3 illustrates these two possibilities. Note that without the copy in Figure 3, the second meta-interpreter would incorrectly fail for the given query. For our application this means that, on the one hand, using the non-logical copying approach unduly complicates the specialisation task while at the same time leading to a serious efficiency bottleneck. On the other hand, using the clause representation, implies that representing updates to a database becomes much more cumbersome. Basically we also have to encode the updates explicitly as meta-program clauses, thereby making dynamic meta-programming (see e.g. [31]) impossible.

So, the most promising option for our application is to use the mixed representation. As such, our meta-interpreter contains a predicate make_non_ground/2, which lifts a ground term to a non-ground one. For instance the query

\[
\text{\textit{make_non_ground}}(\text{struct}(f,[\text{var}(1),\text{var}(2),\text{var}(1)]),x)
\]

succeeds with a computed answer similar to

5A possible way out is to use the \(\text{..}/2\) built-in and represent the atom by \(\text{man}(X),X = \text{..}[C]\). This requires that the partial evaluator provides non-trivial support for the \(\text{..}/2\) (to ensure for instance that the information about \(X\), provided by \(X = \text{..}[C]\), is properly used and propagated).
1. Using a Clause Representation | 2. Using a Term Representation

\[
\begin{array}{ll}
solve([]) & \leftarrow \\
solve([H|T]) & \leftarrow \\
\text{clause}(H,B) & \leftarrow \\
solve(B), solve(T) & \leftarrow \\
\text{clause}(p(X),[]) & \leftarrow \\
\text{solve}(p(a),p(b)) & \leftarrow solve([d(p(X),[]), p(a), p(b)])
\end{array}
\]

Figure 3: Two non-ground meta-interpreters with \( p(X) \leftarrow \) as object program

\[
\text{make\_non\_ground}(\text{GrTerm}, \text{NgTerm}) \leftarrow \\
\text{mng}(\text{GrTerm}, \text{NgTerm}, [], \text{Sub})
\]

\[
\text{mng}(\text{var}(N), X, [], [\text{sub}(N, X)]) \leftarrow \\
\text{mng}(\text{var}(N), X, [\text{sub}(M, Y)|T], [\text{sub}(M, Y)|T1]) \leftarrow \\
(N = M \rightarrow (T1 = T, X = Y)) \ ; \text{mng}(\text{var}(N), X, T, T1))
\]

\[
\text{mng}(\text{struct}(F, \text{GrArgs}), \text{struct}(F, \text{NgArgs}), \text{InSub}, \text{OutSub}) \leftarrow \\
\text{l\_mng}(\text{GrArgs}, \text{NgArgs}, \text{InSub}, \text{OutSub})
\]

\[
\text{l\_mng}([], [], \text{Sub}, \text{Sub}) \leftarrow \\
\text{l\_mng}([\text{GrT}|\text{GrT}], [\text{NgT}|\text{NgT}], \text{InSub}, \text{OutSub}) \leftarrow \\
\text{mng}(\text{GrT}, \text{NgT}, \text{InSub}, \text{InSub1}), \\
\text{l\_mng}(\text{GrT}, \text{NgT}, \text{InSub1}, \text{OutSub})
\]

Figure 4: Lifting the ground representation

\[
\{x/\text{struct}(f, [\_49, 57, \_49])\}.
\]

The variables \_49 and \_57 are fresh variables. Their actual names may vary and are not important. The code for this predicate is presented in Figure 4 and a simple meta-interpreter based on it can be found in Figure 5. In contrast to the meta-interpreter presented in [26], this meta-interpreter can be executed without specialisation. Note that we use an if-then-else construct, written as (if \( \rightarrow \) then; else). For the time being we assume this construct to be declarative, i.e. it is just a logical connective as in Gödel [32]. But note that even the Prolog if-then-else will behave in a “declarative” way, because the first argument to make\_non\_ground will always be ground.

We can now use Theorem 2.9 to extend the interpreter in Figure 5 for specialised integrity checking. Based on Theorem 2.9, we know that we can stop resolving a goal \( G \) when it is not potentially added, unless we have performed an incremental resolution step earlier in the derivation.
\[
\text{solve}([\text{prog}[[]]) \leftarrow \\
\text{solve}([\text{prog}[H|T]) \leftarrow \\
\quad \text{non\_ground\_member}(\text{struct}([\text{kw}\_\text{clause}, [H|\text{Body}]), \text{prog}), \\
\quad \text{solve}(\text{prog}, \text{Body}), \\
\quad \text{solve}(\text{prog}, \text{T})
\]
\[
\text{non\_ground\_member}(\text{NonGrTerm}, [\text{GrH}|\text{GrT}] \leftarrow \\
\quad \text{make\_non\_ground}(\text{GrH}, \text{NonGrTerm})
\]

Figure 5: An interpreter for the ground representation

\[
\text{incremental\_solve}(\text{Updt}, \text{Goal}) \leftarrow \\
\quad \text{potentially\_added}(\text{Updt}, \text{Goal}), \\
\quad \text{resolve}(\text{Updt}, \text{Goal})
\]
\[
\text{resolve}(\text{Updt}, \text{Goal}) \leftarrow \\
\quad \text{resolve\_unincrementally}(\text{Updt}, \text{Goal}, \text{NewGoal}), \\
\quad \text{incremental\_solve}(\text{Updt}, \text{NewGoal})
\]
\[
\text{resolve}(\text{Updt}, \text{Goal}) \leftarrow \\
\quad \text{resolve\_incrementally}(\text{Updt}, \text{Goal}, \text{NewGoal}), \\
\quad \text{Updt} = \langle D b^+, D b^-, D b^- \rangle, \\
\quad \text{solve}(\langle D b^+ \cup D b^- \rangle, \text{NewGoal})
\]

Figure 6: Skeleton of the integrity checker

The skeleton of our meta-interpreter in Figure 6 implements this idea (the full Prolog code can be found in Appendix A). Note that the argument Updt contains the ground representation of the update \(\langle D b^+, D b^-, D b^- \rangle\). Also, from now on, we use “\(T\)” to denote the ground representation of a term \(T\).

The predicate \text{resolve\_incrementally}/3 performs incremental resolution steps (according to Definition 2.6) and \text{resolve\_unincrementally}/3 performs non-incremental ones. The predicate \text{potentially\_added}/3 tests whether a goal is potentially added by an update according to Definition 2.5. Specialised integrity checking now consists in calling

\[
\langle D b^+, D b^-, D b^- \rangle, \langle D b^+ \cup D b^- \rangle, \text{false}
\]

The query will succeed if the integrity of the database has been violated by the update. In Subsection 3.3 we will examine how this meta-interpretation can be unfolded by a partial evaluator and in Section 4 we will study the implementation of the predicate \text{potentially\_added}/2.
3.3 Unfolding the Meta-interpreter

In this subsection we will examine how the meta-interpreter of Figure 6 can be unfolded by a partial evaluator. The discussions are also valid for the simpler meta-interpreter of Figure 5.

Unfolding a meta-interpreter in a satisfactory way is a non-trivial issue and has been the topic of a lot of contributions [4, 29, 39, 56, 57, 63, 65, 78]. For the fully general case, this problem has not been solved yet. However, using a non-ground representation for goals in the meta-interpreter greatly simplifies the control of unfolding. In fact, a simple variant test\(^6\) inside the partial evaluator can quite often be sufficient to guarantee termination when unfolding such a meta-interpreter. This is illustrated in Figure 7, where intermediate goals have been removed for clarity and where Prog represents an object program inside of which the predicate p/1 is recursive via q/1. The meta-interpreter unfolded in the left column uses a ground representation for resolution and a variant test of the partial evaluator will not detect a loop. The partial evaluator will have to abstract away the constants 1 and 3 in order to terminate and generate specialised code.\(^7\) However if we unfold the meta-interpreter of Figure 5, the variant test is sufficient to detect the loop and no abstraction is needed to generate efficient specialised code. This point is completely independent of the internal representation the partial evaluator uses, i.e. of the fact whether the partial evaluator itself uses a ground or a non-ground representation — it might even be written in another programming language.

<table>
<thead>
<tr>
<th>A ground solve</th>
<th>Non-ground solve of Figure 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>solve(Prog, [struct(p, [var(1)])]) ↓</td>
<td>solve(Prog, [p(_1)]) ↓</td>
</tr>
<tr>
<td>solve(Prog, [struct(q, [var(3)])]) ↓</td>
<td>solve(Prog, [q(_3)]) ↓</td>
</tr>
<tr>
<td>solve(Prog, [struct(p, [var(3)])])</td>
<td>solve(Prog, [p(_3)])</td>
</tr>
</tbody>
</table>

Figure 7: Unfolding meta-interpreters

The partial evaluator which was used in the experiments of this paper actually uses the variant test combined with annotations of the program to be specialised and the use of the mixed representation simplified the control of unfolding. We will give more details on the particular unfolding strategy of the partial evaluator in Section 5.4.

Let us suppose that the issue of unfolding our meta-interpreter is solved. Then there remains only one issue for specialisation: namely how to implement potentially added such

\(^6\)Meaning that the partial evaluator stops unfolding when it comes upon a variant of a selected atom which it has already encountered higher up in the proof tree.

\(^7\)Note that reformulating the variant test so that it takes the ground representation of the meta-interpreter into account solves the problem only partially, because residual clauses generated for solve(Prog, struct(p, [var(1)])) cannot be used for solve(Prog, struct(p, [var(3)])), i.e. abstraction is mandatory. However for more involved object programs, like the reverse with accumulating parameter, the variant test is not sufficient anyway and abstraction is mandatory for both approaches anyhow.
that it can be effectively partially evaluated. This turns out to be non-trivial as well and in the next section we propose a solution for hierarchical databases.

4 Implementing potentially\_added

The rules of Definition 2.3, which are at the basis of the predicate potentially\_added, can be directly transformed into a simple logic program which detects in a naive top-down way whether a goal is potentially added or not. Making abstraction of the particular representation of clauses and programs, we might write potentially\_added like this:

\[
\begin{align*}
\text{potentially\_added}(A, \langle DB^+, DB^=, DB^- \rangle) \leftarrow \\
A \leftarrow \in DB^+
\end{align*}
\]

\[
\begin{align*}
\text{potentially\_added}(A, \langle DB^+, DB^=, DB^- \rangle) \leftarrow \\
A \leftarrow \ldots, A', \ldots \in DB^=, \\
\text{potentially\_added}(A', \langle DB^+, DB^=, DB^- \rangle)
\end{align*}
\]

Such an approach terminates for hierarchical databases and is very easy to partially evaluate. It will however lead to a predicate which has multiple (and maybe identical and/or covered\textsuperscript{8}) solutions and which might instantiate the (non-ground) goal under consideration. This means that, to ensure completeness, we would either have to backtrack and try out a lot of useless instantiations\textsuperscript{9}, or collect all solutions and perform expensive subsumption tests to keep only the most general ones. The latter approach would have to make use of a findall primitive as well as a non-declarative instance test, both of which are very hard to partially evaluate satisfactorily; e.g. effective partial evaluation of findall has to the best of our knowledge not been accomplished yet. Let us illustrate this problem through an example.

Example 4.1 Let the following clauses be the rules of \(Db^=\):

\[
\begin{align*}
\text{mother}(x, y) \leftarrow \text{parent}(x, y), \text{woman}(x) \\
\text{father}(x, y) \leftarrow \text{parent}(x, y), \text{man}(x) \\
\text{false} \leftarrow \text{mother}(x, y), \text{father}(x, y)
\end{align*}
\]

Let \(Db^- = \emptyset\) and \(Db^+ = \{ \text{parent}(a, b) \leftarrow, \text{man}(a) \leftarrow \}\) and as usual \(U = \langle Db^+, Db^=, Db^- \rangle\). A naive top-down implementation will succeed 3 times for the query

\[
\leftarrow \text{potentially\_added}(\leftarrow \text{false}, \text{\textquoteright}u\textquoteright)
\]

and twice for the query

\textsuperscript{8}A computed answer \(\theta\) of a goal \(G\) is called covered if there exists another computed answer \(\theta'\) of \(G\) such that \(G\theta\) is a strict instance of \(G\theta'\).

\textsuperscript{9}It would also mean that we would have to extend Theorem 2.9 to allow for instantiation, but this is not a major problem.
\[ \text{potentially}\_\text{added}(\text{father}(x, y), "u") \]

with computed answers \{x/a\} and \{x/a, y/b\}. Note that the solution \{x/a, y/b\} is "covered" by \{x/a\} (which means that, if floundering is not possible, it is useless to instantiate the query by applying \{x/a, y/b\}).

The above example shows that using a naive top-down implementation inside the integrity checker of Figure 6 is highly inefficient, because a lot of redundant checking will occur. The solution to this problem is to wrap calls to the predicate potentially\_added/1 into a verify(.) primitive, which succeeds once with the empty computed answer if its argument succeeds (in any way) and fails otherwise. This solves the problem of duplicate and covered solutions.

For instance for Example 4.1 above, both

\[
\text{verify}(\text{potentially}\_\text{added}(\text{false}, "u")) \\
\text{verify}(\text{potentially}\_\text{added}(\text{father}(x, y), "u"))
\]

will succeed just once with the empty computed answer and no backtracking is required, because no instantiations are made. The verify(.) primitive can be implemented with the Prolog if-then-else construct in the following way:

\[
((\text{Goal} \rightarrow \text{false}) \rightarrow \text{false, true}) \rightarrow \text{false, true}.
\]

Although this usage of the if-then-else is no longer declarative, we can still apply the partial evaluation method of [42] which incorporates extensive support for the if-then-else. This partial evaluation method will be presented in the next section.

The disadvantage of using verify is of course that no instantiations are performed (which in general cut down the search space dramatically). However, as mentioned before, these instantiations can often be performed by the partial evaluation method through pruning and safe left- and right-propagation of bindings. We will come back to this point in the next section.

5 Partial Evaluation of RLP

"Real-life Logic Programming" or simply RLP, is a practically usable subset of Prolog encompassing simple built-ins, simple side-effects and the if-then-else. For the application in this paper, RLP turned out to be ideal. On the one hand, the extra power of if-then-else (but nothing more) was required to implement a meta-interpreter for specialised integrity checking in deductive databases. On the other hand, the restriction to RLP allowed us to produce more efficient specialised programs than could be obtained by current partial evaluation systems for full Prolog.
5.1 Definition of RLP

We first define the RLP language. The syntax of RLP is based on the syntax of definite logic programs with the following extensions and modifications.

The definition of terms remains the same. The set of predicates $P$ is partitioned into the set of “normal” predicates $P_n$ defined through clauses and the set of built-in predicates $P_b$. A normal atom is an atom which is constructed using a predicate symbol $\in P_n$. Similarly a built-in atom is constructed using a predicate symbol $\in P_b$.

A RLP-atom is either a normal atom, a built-in atom or it is an expression of the form $(\text{if } \text{then}; \text{else})$ where if, then and else are conjunctions of RLP-atoms. We will denote by Goals the set of all conjunctions of RLP-atoms.

A RLP-clause is an expression of the form $\text{Head} \leftarrow \text{Body}$ where Head is a normal atom and Body is a conjunction of RLP-atoms.

As can be seen from the above, RLP does not incorporate the negation nor the cut, but uses the if-then-else construct instead. This construct behaves just like the Prolog version of the if-then-else, which contains a local cut and whose behaviour is as follows:

1. If the test-part succeeds then a local cut is executed and the then-part is entered.

2. If the test-part fails finitely then the else-part is entered.

3. If the test-part “loops” (i.e. fails infinitely) then the whole construct loops.

Most uses of the cut can actually be mapped to if-then-else constructs and the if-then-else can also be used to implement the negation. Also, for a lot of practical programming tasks, the if-then-else can be used to write much more efficient code when compared to pure logic programs.

Using the if-then-else construct, or some of the Prolog built-ins for that matter, has important consequences on the semantic level. Because the if-then-else contains a local cut, it is sensitive to the sequence of computed answers of the test-part. This means that the computation rule and the search rule have to be fixed in order to give a clear meaning to the if-then-else. From now on we will presuppose the Prolog left-to-right computation rule and the lexical search rule. SLD-trees and derivations following this convention will be called LD-trees and derivations.

The two RLP-programs hereafter illustrate the importance of the order of the solutions for the if-then-else:

<table>
<thead>
<tr>
<th>Program P1</th>
<th>Program P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q(x) \leftarrow (p(x) \rightarrow r(x); \text{fail})$</td>
<td>$q(x) \leftarrow (p(x) \rightarrow r(x); \text{fail})$</td>
</tr>
<tr>
<td>$p(a) \leftarrow$</td>
<td>$p(c) \leftarrow$</td>
</tr>
<tr>
<td>$p(c) \leftarrow$</td>
<td>$p(a) \leftarrow$</td>
</tr>
<tr>
<td>$r(c) \leftarrow$</td>
<td>$r(c) \leftarrow$</td>
</tr>
</tbody>
</table>

Using the Prolog computation and search rules, the query $\leftarrow q(x)$ will fail for program $P_1$, whereas it will succeed for $P_2$. All we have done is change the order of the computed
answers for the predicate \( p/1 \). This implies that a partial evaluator which handles the if-then-else has to preserve the sequence of computed answers of all goals prone to be used inside an if-then-else test-part. This for instance is not guaranteed by the partial deduction framework of [52], which only preserves the computed answers but not their sequence.

So the added power of the if-then-else has its price in terms of a more complex partial evaluation procedure. In turn however, the if-then-else, is much better suited for partial evaluation than the “full blown” cut. For instance, a simple denotational semantics, along the line of the semantics described in [2] and [69], can be given to RLP and the unfolding techniques are also much simpler (see [42] and the example below). Using the if-then-else instead of the cut was already advocated by O'Keefe in [64] and performed by Takeuchi and Furukawa in [79].

5.2 Specialising RLP

In order to preserve the sequence of computed answers, we have to address the problem of left-propagation of bindings. For instance, unfolding a non-leftmost atom in a clause might instantiate the head of the clause or the atoms to the left of it. In the context of extra-logical built-ins this can change the program’s behaviour. But even without built-ins, this left-propagation of bindings can change the order of solutions which, as we have seen above, can lead to incorrect transformations for programs containing the if-then-else. In the example below, \( P_4 \) is obtained from \( P_3 \) by unfolding the non-leftmost atom \( q(y) \), thereby changing the sequence of computed answers.

<table>
<thead>
<tr>
<th>Program ( P_3 )</th>
<th>Program ( P_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p(x, y) \leftarrow q(x), q(y) )</td>
<td>( p(x, a) \leftarrow q(x) )</td>
</tr>
<tr>
<td>( q(a) \leftarrow )</td>
<td>( p(x, b) \leftarrow q(x) )</td>
</tr>
<tr>
<td>( q(b) \leftarrow )</td>
<td>( q(a) \leftarrow )</td>
</tr>
<tr>
<td>( q(b) \leftarrow )</td>
<td>( q(b) \leftarrow )</td>
</tr>
</tbody>
</table>

**Sequence of computed answers for \( \leftarrow p(x, y) \)**

\(<p(a, a), p(a, b), p(b, a), p(b, b)>\) \(<p(a, a), p(b, a), p(a, b), p(b, b)>\)

This problem of left-propagation of bindings has been solved in various ways in the partial evaluation literature [66,67,72,73], as well as overlooked in some contributions (e.g. [24]). In the context of unfold/fold transformations of pure logic programs, preservation of the order of solutions, as well as left-termination, is handled e.g. in [5,69].

The solution that has been used in [42] for RLP, is to strictly enforce the Prolog left-to-right selection rule. However, sometimes one does not want to select the leftmost atom, for instance because it is a built-in which is not sufficiently instantiated, or simply to ensure termination of the partial evaluation process. To cope with this this problem, the concept of LD-derivations and LD-trees has been extended to LDR-derivations and LDR-trees, which in addition to containing left-most resolution steps also contain residualisation steps, which remove the left-most atom from the goal and hide it from the left-propagations of bindings. Generating the residual code from LDR-trees is discussed in [42].
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Unfolding inside the if-then-else is also handled in a rather straightforward manner. This is in big contrast to programs which contain the full blown cut. The reason is that the full cut can have an effect on all subsequent clauses defining the predicate under consideration. By unfolding, the scope of the cut can be changed, thereby altering the behaviour of the program. See [12], [72,73] or [66,67] for the elaborate techniques that are required to solve this problem. The cut inside the if-then-else however is local and does not affect the reachability and meaning of other clauses. It is therefore much easier to handle by a partial evaluator. The following example illustrates this. Unfolding $q(x)$ in the program with the if-then-else poses no problems and leads to a correct specialised program. However unfolding the same atom in the program written with the cut leads to an incorrect specialised program for which e.g. $q(a)$ is no longer a consequence.

<table>
<thead>
<tr>
<th>$Program \ P_5$</th>
<th>$Program \ P_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(x) \leftarrow (q(x) \rightarrow \text{fail}; \text{true})$</td>
<td>$p(x) \leftarrow q(x),!; \text{fail}$</td>
</tr>
<tr>
<td>$q(x) \leftarrow (x = a \rightarrow \text{fail}; \text{true})$</td>
<td>$q(x) \leftarrow X = a,!; \text{fail}$</td>
</tr>
<tr>
<td>$q(x) \leftarrow$</td>
<td>$q(x) \leftarrow$</td>
</tr>
<tr>
<td>$\text{Unfolded Programs}$</td>
<td>$\text{Unfolded Programs}$</td>
</tr>
<tr>
<td>$p(x) \leftarrow ((x = a \rightarrow \text{fail}; \text{true})$</td>
<td>$p(x) \leftarrow X = a,!; \text{fail},!; \text{fail}$</td>
</tr>
<tr>
<td>$\rightarrow \text{fail}$</td>
<td>$p(x) \leftarrow !; \text{fail}$</td>
</tr>
<tr>
<td>$; \text{true})$</td>
<td>$p(x) \leftarrow$</td>
</tr>
</tbody>
</table>

The exact details on how to unfold the if-then-else can be found in [42]. In [42] we also showed that freeness and sharing information, which so far have been of little interest in (pure) partial deduction, can be important to produce efficient specialised programs by removing useless bindings as well as useless if-then-else tests. The latter often occur when predicates with output arguments are used inside the test-part of an if-then-else.

A further improvement lies in generating multiple versions of a predicate call according to varying freeness information of the arguments. In our implementation we have accomplished this by integrating the freeness and sharing analysis into the partial evaluation process and using more refined notions of “instance” and “variant”. Our system might thus generate two versions for a given goal $\leftarrow p(x)$: one version where $x$ is guaranteed to be free and one where it is not. Under some circumstances this can substantially improve the quality of the generated code.

In summary, partial evaluation of RLP, can be situated somewhere in the middle between partial deduction of pure logic programs (see [8, 28, 52, 60, 61] and systems like SP [26,27], SAGE [29,30] or more recently ECCE [43,45,49]) and partial evaluation of full Prolog (e.g. MIXTUS [72,73] or PADDY [66–68]).

A partial evaluation system (LEUPEL), which includes all the techniques sketched in this section, has been developed. The implementation originally grew out of [41]. In Section 6 we will apply this system to obtain specialised update procedures. In the next two subsections we present two more aspects of that system, which are relevant for our application.
5.3 Safe Left-Propagation of Bindings

At the end of Section 4 we pointed out that a disadvantage of using verify is that no instantiations are performed. Fortunately these instantiations can often be performed by the partial evaluation method through pruning and safe left- and right-propagation of bindings. Take for instance a look at the specialised update procedure presented in Figure 10 of Section 6 and generated for the update $Db^+ = \{ \text{man}(a) \leftarrow \}$, $Db^- = \emptyset$. This update procedure tests directly whether $\text{woman}(a)$ is a fact, whereas the original meta-interpreter of Figure 6 would test whether there are facts matching $\text{woman}(x)$ and only afterwards prune all irrelevant branches. This instantiation performed by the partial evaluator is in fact the reason for the extremely high speedup figures presented in the results of Section 6. In a sense, part of the specialised integrity checking is performed by the meta-interpreter and part is performed by the partial evaluator.

The above optimisation was obtained by unfolding and pruning all irrelevant branches. In some cases we can also improve the specialised update procedures by performing a safe left-propagation of bindings. As we have seen in the previous subsection, left-propagation of bindings is in general unsafe. There are however some circumstances where bindings can be left-propagated without affecting the correctness of the specialised program. The following example illustrates such a safe left-propagation, as well as its benefits for efficiency.

Example 5.1 Take the following clause, which might be part of a specialised update procedure.

\[
\text{incremental\_solve}\_1(\Lambda) \leftarrow \text{parent}(x, y), (a\_test \rightarrow x = \Lambda, y = b; x = \Lambda, y = c)
\]

Suppose that $a\_test$ does not generate side-effects and that the c.a.s. of parent/2 are always grounding substitutions. The former always holds in our case, because our incremental\_solve meta-interpreter of Appendix A is written completely without side-effects. The latter is always guaranteed for range restricted database predicates (see e.g. [11]). In that case the binding $x = \Lambda$ can be left-propagated in the following way:

\[
\text{incremental\_solve}\_1(\Lambda) \leftarrow x = \Lambda, \text{parent}(x, y), (a\_test \rightarrow y = b; y = c)
\]

This clause will generate the same sequence of computed answers than the original clause, but will do so much more efficiently. Usually, there will be lots of parent/2 facts and incremental\_solve\_1 will be called with $\Lambda$ instantiated. Therefore, the second clause will be much more efficient — the call to parent will just succeed once for every child of $\Lambda$ instead of succeeding for the entire parent relation.

The leupel partial evaluator contains a post-processing phase which performs safe left-propagation of common bindings, like $x = \Lambda$ above. However, the analysis performed by the partial evaluator is not yet optimal. By implementing a more precise analysis of the if-then-else structure the speedup figures could still be improved. Also, a more aggressive propagation of bindings could be envisaged. Currently only the parts of the bindings which are common to all alternatives (like $x = \Lambda$ above) are propagated, meaning
that no additional choice-points are generated. This conservative approach can never lead
to deterioration, but it is also not always optimal. In the context of large deductive
databases, it is usually beneficial to also left-propagate the non-common bindings. For
instance, for Example 5.1 above, we might also left-propagate the bindings concerning \( x \),
thereby producing the following clauses:

\[
\begin{align*}
\text{incremental}\_\text{solve} \_ 1 (\lambda) & \leftarrow x = a, y = b, \text{parent}(x, y), (a \_ \text{test} \rightarrow \text{true}; \text{fail}) \\
\text{incremental}\_\text{solve} \_ 1 (\lambda) & \leftarrow x = a, y = c, \text{parent}(x, y), (a \_ \text{test} \rightarrow \text{fail}; \text{true})
\end{align*}
\]

In general this specialised update procedure will be even more efficient. Again, this
indicates that the results in Section 6 can be even further improved.

5.4 Control of Unfolding

In this subsection we describe some further details about the unfolding strategy used by
the LEUPEL system, and indicate how we are able to handle the task of specialising the
incremental\_solve meta-interpreter of Appendix A.

The partial evaluation process performed by LEUPEL has been decomposed into three
phases:

1. the annotation phase, which annotates the program to be specialised by giving indica-
tions of how the predicate calls should be unfolded,

2. the specialisation phase, which performs the unfolding guided by the annotation of
the first phase,

3. the post-processing phase, which performs optimisation on the generated partial de-
ductions (i.e. removes useless bindings, performs safe left-propagation of bindings,
simplifies the residual code) and generates the residual program.

Such a decomposition has already proven to be useful for self-application in the world of
functional programming (see e.g. [33]) as well as for logic programming ([62], [29]).

Unfortunately, the annotation phase of LEUPEL is not yet automatic and must usually
be performed by hand. On the positive side, this gives the knowledgeable user very pre-
cise control over the unfolding, especially since some quite sophisticated annotations are
provided for. More precisely, the user can give (on-line) conditions on

1. when an atom should be evaluated (E) without further testing,

2. when it should be unfolded once (U)
   (unless a loop is detected at partial evaluation time),

3. when it should be residualised (R)
   (i.e. the atom should be left untouched).
For instance the user can specify that the atom $\text{var}(x)$ should be fully evaluated only if its argument is ground or if its argument is guaranteed to be free (at evaluation time) and that it should be residualised otherwise. Our partial evaluation method can thus be seen as being “semi on-line” in the sense that some unfolding decisions are made off-line while others are still made on-line. This idea has recently been taken up for functional programming in [77]. Also note that the filters in the partial evaluator Schism for applicative languages (see [15]) also allow for conditions on when to unfold (U) and when to residualise (R). They are however used in a purely off-line fashion.

In our case, the approach of hand annotating the meta-interpreter is very sensible. Indeed, given proper care, the same annotated meta-program can be used for any kind of update pattern. Therefore, investing time in annotating the meta-interpreter of Appendix A — which only has to be done once — gives high benefits for all consecutive applications and the second and third phases of LEUPET will then be able to derive specialised update procedures fully automatically, as exemplified by the prototype [44].

6 Experiments and Results

6.1 An Example

Before showing the results of our method, let us first illustrate in what sense it improves upon the method of Lloyd et al in [53].

Example 6.1 Let the rules in Figure 8 form the intensional part of $Db^=$ and let $Db^+ = \{\text{man}(a) \leftarrow \}$, $Db^- = \emptyset$. Then, independently of the facts in $Db^=$, we have that:

\[
\begin{align*}
\text{pos}(U) &= \{\text{man}(a), \text{father}(a, \_), \text{married} \_\text{to}(a, \_), \\
&\quad \text{married}\_\text{man}(a), \text{unmarried}(a), \text{false}\} \\
\text{neg}(U) &= \{\text{unmarried}(a), \text{false}\}
\end{align*}
\]

The method of Lloyd et al [53] will then generate the following simplified integrity constraints:

\[
\begin{align*}
\text{false} &\leftarrow \text{man}(a), \text{woman}(a) \\
\text{false} &\leftarrow \text{parent}(a, \_), \text{unmarried}(a)
\end{align*}
\]

Given the available information, this simplification of the integrity constraints is not optimal. Suppose that some fact matching $\text{parent}(a, \_)$ exists in the database. Evaluating the second simplified integrity constraints above, then leads to the incomplete SLDNF-tree depicted in Figure 9 and subsequently to the evaluation of the goal:

\[
\text{\_} \leftarrow \text{woman}(a), \neg \text{married} \_\text{woman}(a)
\]

This goal is not potentially added and the derivation leading to the goal is not incremental. Hence, by Theorem 2.9, this derivation can be pruned and will never lead to a
successful refutation, given the fact that the database was consistent before the update. The incremental \texttt{solve} meta-interpreter of Appendix A improves upon this and does not try to evaluate the goal: \texttt{\textless \textminus woman(a), \textminus married\_woman(a)}.

\begin{verbatim}
mother(x, y) \leftarrow parent(x, y), woman(x)
father(x, y) \leftarrow parent(x, y), man(x)
grandparent(x, z) \leftarrow parent(x, y), parent(y, z),
married_to(x, y) \leftarrow
  parent(x, z), parent(y, z),
  man(x), woman(y)
married\_man(x) \leftarrow married\_to(x, y)
married\_woman(x) \leftarrow married\_to(y, x)
unmarried(x) \leftarrow man(x), \neg married\_man(x)
unmarried(x) \leftarrow woman(x), \neg married\_woman(x)
false \leftarrow man(x), woman(x)
false \leftarrow parent(x, y), parent(y, x)
false \leftarrow parent(x, y), unmarried(x)
\end{verbatim}

Figure 8: Intensional part of \(D\hat{b}^\circ\)

Actually, through partial evaluation of the \texttt{incremental\_solve} meta-interpreter, this useless branch is already pruned at specialisation time. For instance, when generating a specialised update procedure for the update pattern \(D\hat{b}^+ = \{man(A) \leftarrow\}, D\hat{b}^- = \emptyset\), we obtain the update procedure presented in Figure 10.\footnote{The figure actually contains a slightly sugared and simplified version of the resulting update procedure. There is no problem whatsoever, apart from finding the time for coding, to directly produce the sugared and simplified version. Also, all the benchmarks were executed on un-sugared and un-simplified versions.} This update procedure is very satisfactory and is in a certain sense optimal. The only way to improve it, would be to add the information that the predicates in the intensional and the extensional database are disjoint. For most applications this is the case, but it is not required by the current method. This explains the seemingly redundant test in Figure 10, checking whether there is a fact \texttt{married\_to} in the database. Benchmarks concerning this example will be presented in Section 6.2.

### 6.2 Comparison with Other Partial Evaluators

In this subsection, we perform some experiments with the database of Example 6.1. The goal of these experiments is to compare the partial evaluation technique presented in Section 5 with existing partial evaluators for full Prolog and give a first impression of the potential of our approach. In Subsection 6.3, we will do a more extensive study on a more
\[ \text{parent}(a, Y), \text{unmarried}(a) \]
\[ \{ Y/? \} \]
\[ \text{unmarried}(a) \]
\[ \text{man}(a), \neg \text{married}\_man(a) \]
\[ \text{woman}(a), \neg \text{married}\_woman(a) \]

Figure 9: SLDNF-tree for example 6.1

\begin{verbatim}
incremental\_solve\_1(X1) :-
    fact(woman, (struct(X1, []), [])).
incremental\_solve\_1(X1) :-
    fact(parent, (struct(X1, []), (X2, []))),
    (fact(married\_to, (struct(X1, []), (X3, []))))
    -> fail
    ;
    ((fact(parent, (struct(X1, []), (X4, []))),
      fact(parent, (X3, (X4, [])))),
    fact(woman, (X3, [])))
    -> fail
    ; true
).
\end{verbatim}

Figure 10: Specialised update procedure for adding \textit{man}(A)

complicated database, with more elaborate transactions, and show the benefits compared to the Lloyd et al. method [53].

The times for the benchmark are expressed in seconds and were obtained by calling the \textit{time}/2 predicate of Prolog by BIM, which incorporates the time needed for garbage collection, see [70]. We used sets of 400 updates and a fact database consisting of 108 facts and 216 facts respectively. The rule part of the database is presented in Figure 8. Also note that, in trying to be as realistic as possible, the fact part of the database has been simulated by Prolog facts. The tests were executed on a \textbf{Sun Sparc Classic} running under Solaris 2.3.

The following different integrity checking methods were benchmarked:

1. \texttt{solve}: This is the naive meta-interpreter of Figure 5. It does not use the fact that the database was consistent before the update and simply tries to find a refutation for \( \leftarrow \texttt{false} \).

2. \texttt{ic-solve}: This is the \textit{incremental\_solve} meta-interpreter performing specialised in-
tegrity checking, as described in Section 3. The skeleton of the meta-interpreter can be found in Figure 6, the full code is in Appendix A.

3. **ic-leupel**: These are the specialised update procedures obtained by specialising *ic-solve* with the partial evaluation system LEUPEL described in Section 5. A prototype, based on LEUPEL, performing these specialisations fully automatically, is publicly available in [44]. This prototype can also be used to get the timings for *solve* and *ic-solve* above as well as *ic-leupel* below.

4. **ic-leupel**⁻: These are also specialised update procedures obtained by LEUPEL, but this time with the safe left-propagation of bindings (see Section 5.3) disabled.

5. **ic-mixtus**: These specialised update procedures were obtained by specialising *ic-solve* using the automatic partial evaluator MIXTUS described in [72, 73]. Version 0.3.3 of MIXTUS, with the default parameter settings, was used in the experiments.

6. **ic-paddy**: These specialised update procedures were obtained by specialising *ic-solve* using the automatic partial evaluator PADDY presented in [66–68]. The resulting specialised procedures had to be slightly converted for Prolog by BIM: `get_cut/1` had to be transformed into `mark/1` and `cut_to/1` into `cut/1`. We also had to increase the “term_depth” parameter of PADDY from its default value. With the default value, PADDY actually slowed down the *ic-solve* meta-interpreter by about 30%.

The first experiment we present consists in generating an update procedure for the update pattern:

\[ Db^+ = \{\text{man}(A) \leftarrow \}, \quad Db^- = \emptyset, \]

where \(A\) is unknown at partial evaluation time. The result of the partial evaluation obtained by LEUPEL can be seen in Figure 10 and the timings are summarised in Table 1. The first row of figures contains the absolute and relative times required to check the integrity for a database with 108 facts. The second row contains the corresponding figures for a database with 216 facts.

<table>
<thead>
<tr>
<th></th>
<th>solve</th>
<th>ic-solve</th>
<th>ic-leupel</th>
<th>ic-leupel⁻</th>
<th>ic-mixtus</th>
<th>ic-paddy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.075 s</td>
<td>0.18 s</td>
<td>0.34 s</td>
</tr>
<tr>
<td>108 facts</td>
<td>42.93 s</td>
<td>6.81 s</td>
<td>1</td>
<td>2.40</td>
<td>4.53</td>
<td>3.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>267.9 s</td>
<td>18.5 s</td>
<td>0.155 s</td>
<td>0.425 s</td>
<td>0.77 s</td>
<td>0.62 s</td>
</tr>
<tr>
<td>216 facts</td>
<td>572.4</td>
<td>90.8</td>
<td>1</td>
<td>2.74</td>
<td>4.96</td>
<td>4.00</td>
</tr>
</tbody>
</table>

Table 1: Results for \( Db^+ = \{\text{man}(A) \leftarrow \}, \quad Db^- = \emptyset \)
The time needed to obtain the \textit{ic-leupel} specialised update procedure was 78.19 s. Note that the current implementation of LEUPEL has a very slow post-processor, displays tracing information and uses the ground representation. Therefore, it is almost certainly possible to reduce the time needed for partial evaluation by at least one order of magnitude. Still, even using the current implementation, the time invested into partial evaluation should pay off rather quickly for larger databases. Also, LEUPEL seemed to be faster than MIXTUS and almost half as fast as PADDY.$^{11}$

In another experiment we generated a specialised update procedure for the following update pattern:

\[ Db^+ = \{ \text{parent}(A, B) \leftarrow \}, \quad Db^- = \emptyset, \]

where $A$ and $B$ are unknown at partial evaluation time. This update pattern offers less opportunities for specialisation than the previous one. The speedup figures are still satisfactory but less spectacular. The results are summarised in the following Table 2.

<table>
<thead>
<tr>
<th></th>
<th>solve</th>
<th>ic-solve</th>
<th>ic-leupel</th>
<th>ic-leupel$^-$</th>
<th>ic-mixtus</th>
<th>ic-paddy</th>
</tr>
</thead>
<tbody>
<tr>
<td>108 facts</td>
<td>43.95 s</td>
<td>7.75 s</td>
<td>0.24 s</td>
<td>0.355 s</td>
<td>0.53 s</td>
<td>0.45 s</td>
</tr>
<tr>
<td>216 facts</td>
<td>183.1</td>
<td>32.3</td>
<td>1</td>
<td>1.48</td>
<td>2.21</td>
<td>1.88</td>
</tr>
</tbody>
</table>

Table 2: Results for $Db^+ = \{ \text{parent}(A, B) \leftarrow \}, \quad Db^- = \emptyset$

In summary, the speedups obtained with the LEUPEL system are very encouraging. The specialised update procedures execute up to 2 orders of magnitude faster than the intelligent incremental integrity checker \textit{ic-solve} and up to 3 orders of magnitude faster than the non-incremental \textit{solve}. The latter speedup can of course be made to grow to almost any figure by using larger databases. Note that, according to our experience, specialising the \textit{solve} meta-interpreter of Figure 5 usually yields speedups reaching at most 1 order of magnitude.

Also, the specialised update procedures obtained by using the LEUPEL system performed between 1.6 and 5 times faster than the ones obtained by MIXTUS or PADDY. Finally, note that the safe left-propagation of bindings described in Section 5.3 has a definite, beneficial effect on the efficiency of the specialised update procedures.

### 6.3 A More Comprehensive Study

In this subsection, we perform a more elaborate study of the specialised update procedures generated by LEUPEL and compare their efficiency with the one of the well established

\footnote{Exact comparisons where not made because MIXTUS runs under Sicstus Prolog, PADDY under Eclipse and LEUPEL under Prolog by BIM.}
technique by Lloyd et al [53], which often performs very well in practice. To that end we will use a more sophisticated database and more complicated transactions. The rules and integrity constraints \( Db^+ \) of the database are taken from the most complicated example in [74] and can be found in Appendix C.

For the benchmarks of this subsection, solve, ic-solve and ic-leupel are the same as in the Subsection 6.2. In addition we also have the integrity checking method ic-lst, which is an implementation of the method of Lloyd et al [53] and whose code can be found in Appendix B.\(^\text{12}\)

For the more elaborate benchmarks, we used 5 different update patterns. The results are summarised in the Tables 3, 4, 5, 6 and 7. The particular update pattern, for which the specialised update procedures were generated, figures in the table description. Different concrete updates, all instances of the given update pattern, were used to measure the efficiency of the methods. The second column of each table contains the integrity constraints violated by each concrete update. For each particular concrete update, the first row contains the absolute times for 100 updates and, in order to show the speedups, the second row contains the relative time wrt to ic-leupel. Each table is divided into sub-tables for databases of different sizes.

<table>
<thead>
<tr>
<th>Update</th>
<th>ICs viol</th>
<th>solve</th>
<th>ic-solve</th>
<th>ic-leupel</th>
<th>ic-lst</th>
</tr>
</thead>
<tbody>
<tr>
<td>109 facts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 {2,2}</td>
<td>45.80 s</td>
<td>13.77 s</td>
<td>0.05 s</td>
<td>5.52 s</td>
<td>110</td>
</tr>
<tr>
<td>2 {8}</td>
<td>46.10 s</td>
<td>13.70 s</td>
<td>0.06 s</td>
<td>5.49 s</td>
<td>92</td>
</tr>
<tr>
<td>3 {}</td>
<td>47.00 s</td>
<td>13.42 s</td>
<td>0.05 s</td>
<td>5.45 s</td>
<td>109</td>
</tr>
<tr>
<td>218 facts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 {2,2}</td>
<td>108.10 s</td>
<td>23.07 s</td>
<td>0.10 s</td>
<td>5.54 s</td>
<td>55</td>
</tr>
<tr>
<td>2 {8}</td>
<td>108.20 s</td>
<td>23.62 s</td>
<td>0.13 s</td>
<td>5.59 s</td>
<td>43</td>
</tr>
<tr>
<td>3 {}</td>
<td>108.00 s</td>
<td>22.92 s</td>
<td>0.09 s</td>
<td>5.49 s</td>
<td>61</td>
</tr>
</tbody>
</table>

Table 3: Results for \( Db^+ = \{father(X, Y) \leftarrow\}, Db^- = \emptyset \)

As can be seen from the benchmark tables, the update procedures generated by LEUPEL perform extremely well. In Table 6, LEUPEL detected that there is no way this update can violate the integrity constraints — hence the "infinite" speedup. For 218 facts, the speedups

\(^{12}\text{We also tried a "dirty" implementation using assert and retracts to store the potential updates. But to our surprise this solution ran slower than the one shown in Appendix B, which stores the potential updates in a list.}\)
in the other tables range from 295 to 1200 over solve, from 77 to 466 over ic-solve and from 34 to 68 over lst - solve. These speedups are very encouraging and lead us to conjecture that the approach presented in this paper can be very useful in practice and lead to drastic efficiency improvements.

Of course, the larger the database becomes, the more time will be needed on the actual evaluation of the simplified constraints and not on the simplification. That is why the relative difference between ic-lst and ic-leupel diminishes with a growing database. In the worst case, namely the figures for 872 facts in Table 7, ic-leupel "only" runs 6 times faster than ic-lst. But for all examples tested so far, using an evaluation mechanism which is slower than in "real" database systems and therefore exaggerates the effect of the size of the database on the benchmark figures, the difference remains big.

We also measured heap consumption of ic-leupel, which used from 61 to 307 times less

<table>
<thead>
<tr>
<th>Update</th>
<th>ICs viol</th>
<th>solve</th>
<th>ic-solve</th>
<th>ic-leupel</th>
<th>ic-lst</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>{6}</td>
<td>46.20 s</td>
<td>65.49 s</td>
<td>0.14 s</td>
<td>11.76 s</td>
</tr>
<tr>
<td></td>
<td>109 facts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>{a1, a1, 10}</td>
<td>46.60 s</td>
<td>66.47 s</td>
<td>0.16 s</td>
<td>10.96 s</td>
</tr>
<tr>
<td></td>
<td>218 facts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>{}</td>
<td>46.40 s</td>
<td>65.27 s</td>
<td>0.13 s</td>
<td>9.95 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>357</td>
<td>502</td>
<td>1</td>
<td>77</td>
</tr>
</tbody>
</table>

Table 4: Results for $Db^+ = \{\text{civil\_status}(X, Y, Z, T) \leftarrow\}$, $Db^- = \emptyset$

<table>
<thead>
<tr>
<th>Update</th>
<th>ICs viol</th>
<th>solve</th>
<th>ic-solve</th>
<th>ic-leupel</th>
<th>ic-lst</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>{}</td>
<td>107.50 s</td>
<td>132.52 s</td>
<td>0.29 s</td>
<td>11.91 s</td>
</tr>
<tr>
<td></td>
<td>109 facts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>{a1, a1, 10}</td>
<td>108.50 s</td>
<td>134.37 s</td>
<td>0.30 s</td>
<td>11.19 s</td>
</tr>
<tr>
<td></td>
<td>218 facts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>{}</td>
<td>109.00 s</td>
<td>135.06 s</td>
<td>0.29 s</td>
<td>9.99 s</td>
</tr>
<tr>
<td></td>
<td>376</td>
<td>466</td>
<td>1</td>
<td>34</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Results for $Db^+ = \{\text{father}(F, X), \text{civil\_status}(X, Y, Z, T) \leftarrow\}$, $Db^- = \emptyset$
heap space than \textit{ic\text{-}solve}. Finally, in a small experiment we also tried to specialise \textit{ic\text{-}lst} for the update patterns using MIXTUS, but without much success. Speedups were of the order of 10%.

\section{Moving to Recursive Databases}

\subsection{The RLP Approach}

As we have seen in the previous section, we were able to produce highly efficient update procedures for hierarchical databases by partial evaluation of meta-interpreters. The question is whether these results can be extended in a straightforward way to recursive, stratified databases, maybe by (slightly) adapting the meta-interpreter.

In theory the answer should be yes. The “only” added complication is that in a top-down method, a loop check has to be incorporated into \textit{potentially added}, to ensure termination. This loop check must act on the non-ground representation of the goal and can, for Datalog programs, be based on keeping a history of goals and using the instance or variant check to detect loops. Unfortunately, we found out, through first initial experiments, that such a loop check is very difficult to partially evaluate satisfactorily: often partial evaluation leads to an explosion of alternatives in the residual code. Furthermore, only a fraction of these alternatives is actually reachable, the reasons being as follows.

Firstly, good specialisation of such a loop check requires intricate specialisation of built-ins using freeness information. For example, one has to detect that, if \(x\) is guaranteed to be free, then \(p(a)\) is always an instance of \(p(x)\). Although being far from obvious, this specialisation might still be obtained by the LEUPEL system.

There are however further difficulties that have to be overcome. For instance, the partial evaluator must be able to detect that something like \(p(f(A))\) is always an instance of \(p(A)\), no matter what \(A\) stands for. Such reasoning requires analysing infinitely many
computations, something which standard partial evaluation cannot do. This explains that partial evaluation of a meta-interpreter containing a loop check will often lead to a code explosion with a lot of unreachable constructs.

In order to overcome this problem, stronger partial evaluation methods are needed. Very recently, an approach has been proposed in [50] which combines partial deduction with bottom-up abstract interpretation capabilities. This approach is often able to extract information from infinitely many computations. So, combining LEUPEL and its freeness analysis with the approach of [50] might result in a system which can obtain specialised update procedures for recursive, stratified databases. Further work will be needed to establish this.

Table 7: Results for $Db^+ = \emptyset$, $Db^- = \{\text{civil\_status}(X, Y, Z, T) \leftarrow\}$
7.2 The Declarative Approach

Another approach has been pursued in [47,48]. There it was attempted to use pure logic programs and partial deduction in the hope of overcoming the above mentioned problems. In the course of this work, it turned out that any loop check for the non-ground representation or the mixed representation is non-declarative by nature. For example, in the non-ground representation we cannot test in a declarative way whether two atoms are variants (or instances) of each other and non-declarative built-ins, like var/1 and =../2, have to be used to that end. Indeed for the non-ground representation the query \(\text{variant}(p(X),p(a)), X = a\) fails when using a left to right computation rule and succeeds when using a right to left computation rule. Hence variant/2 cannot be declarative. In fact, the exact same reasoning holds for the predicate instance/2. Finally, because the goals of the mixed representation are also in non-ground form, loop checking cannot be added declaratively to the mixed representation as well.

This insight has prompted us in [47,48] to use the ground representation for the meta-interpreter performing specialised integrity checking. But then, contrary to what one might expect, partial deduction was unable to specialise this meta-interpreter in an interesting way and no specialised update procedures could be obtained.

The crucial problem in [48] boiled down to a lack of information propagation at the object level. Indeed, the ground representation has to make use of an explicit unification algorithm. Take for instance a meta-interpreter which implements specialised integrity checking as outlined in Section 2. To calculate the set of positive potential updates \(pos(U)\), the meta-interpreter will select an atom \(C \in pos'(U)\), unify it with an atom \(B\) in the body of a clause \(A \leftarrow \ldots, B, \ldots \in DB^=\) and then apply the unifier to the head \(A\) to obtain an induced, potential update of \(pos^{++1}(U)\). At partial deduction time, the atoms \(A, B\) and \(C\) are in general not fully known. If we want to obtain effective specialisation, it is vital that the information we do possess about \(C\) (and \(B\)) is propagated "through" unification towards \(A\). If this knowledge is not carried along no substantial compilation will occur and it will be impossible to obtain efficient specialised update procedures.

To solve this problem, again an infinite number of different computations have to be analysed — something which standard partial deduction cannot do. The problem was solved in [48] via a new implementation of the ground representation combined with a custom specialisation technique. Some promising results were obtained, but the results are still far away from the good results obtained for hierarchical databases in this paper. One reason was that the problems mentioned above for the instance check using the non-ground representation also persist to some extent with the ground representation. Also, as we already discussed in Section 5.4, it is more difficult to properly unfold meta-interpreters which use the ground representation instead of the non-ground or the mixed representation. So, also for the ground representation, further work, using maybe the techniques developed in [50], will be required to handle recursive databases in a satisfactory way.
8 Conclusion

We presented the idea of obtaining specialised update procedures for deductive databases in a principled way: namely by writing a meta-interpreter for specialised integrity checking and then partially evaluating this meta-interpreter for certain update patterns. The goal was to obtain specialised update procedures which perform the integrity checking much more efficiently than the generic integrity checking methods.

In this paper we have first described this approach in general and then presented a new integrity checking method well suited for partial evaluation. We then discussed several implementation details of this integrity checking method and gained insights into issues concerning the ground versus the non-ground representation. We notably argued for the use of a “mixed” representation, in which the object program is represented using the ground representation, but where the goals are lifted to the non-ground representation for resolution. This approach has the advantage of using the flexibility of the ground representation for representing knowledge about the object program (in our case the deductive database along with the updates), while using the efficiency of the non-ground representation for resolution. The mixed representation is also much better suited for partial evaluation than the full ground representation.

In a first approach, we have restricted ourselves to normal, hierarchical databases. Also, for efficiency purposes, the meta-interpreter for specialised integrity checking had to make use of a verify construct. In essence, the verify construct is used to test whether a given goal, encountered while checking the integrity of a database upon an update, might be influenced by that update. If this is not the case the integrity checker will stop the derivation of the goal.

This verify primitive can be implemented via the if-then-else construct. We have thus presented an extension of pure Prolog, called RLP, which incorporates the if-then-else and we have presented how this language can be specialised. We have drawn upon the techniques in [42] and presented the partial evaluator LEPEL and a prototype [44] based upon it, which can generate specialised update procedure fully automatically.

This prototype has been used to conduct extensive experiments, the results of which were very encouraging. Speedups reached and exceeded 2 orders of magnitude when specialising the integrity checker for a given set of integrity constraints and a given set of rules. These high speedups are also due to the fact that the partial evaluator performs part of the integrity checking. We also compared the specialised update procedures with the well known approach in [53], and the results show that big performance improvements, also reaching and exceeding 2 orders of magnitude, can be obtained.

To summarise, it seems that partial evaluation is capable of automatically generating highly specialised update procedures for hierarchical databases with negation.

Future Directions

In the current paper we have discussed how to extend the results to recursive, stratified databases and we have indicated that further work, using maybe the techniques developed
in [50], will be needed to handle recursion in a fully satisfactory manner.

One might also apply the techniques of this paper to other meta-interpreters, which have a more flexible way of specifying static and dynamic parts of the database and are less entrenched in the concept that facts change more often than rules and integrity constraints.

Another important point is the efficiency of generating the specialised update procedures, as opposed to running them. For the examples presented in this paper, the update procedures have to be re-generated when the rules or the integrity constraints change. A technique, based on work by Benkerimi and Shepherdson [3], could be used to incrementally adapt the specialised update procedure whenever the rules or integrity constraints change. Another approach might be based on using a self-applicable partial evaluation system in order to obtain efficient update procedure compilers by self-application.

On the level of practical applications, one might try to apply the methods of this paper to abductive and inductive logic programs. For instance, we conjecture that solvers for abduction, like the SLDNFA procedure [21], can greatly benefit in terms of efficiency, by generating specialised integrity checking procedures for each abducible predicate.

Finally, it might also be investigated whether partial evaluation alone is able to derive specialised integrity checks. In other words, is it possible to obtain specialised integrity checks by partially evaluating a simple solve meta-interpreter, like the one of Figure 5. In that case, self-applicable partial evaluation could be used to obtain specialised update procedures by performing the second Futamura projection [23, 25] and update procedure compilers by performing the third Futamura projection. Combining partial deduction with abstract interpretation, extending e.g. [50] for richer abstract domains, might provide a way of achieving this goal.

Acknowledgements

We would like to thank Bern Martens for proof-reading several versions of this paper and for his helpful insights and comments on the topic of this paper. We would also like to thank him for his huge pile of references on integrity checking and for introducing the first author to the subject. We thank Bart Demoen for sharing his expertise on writing efficient Prolog programs. Our thanks also go to John Gallagher for pointing out several errors in an earlier version of the paper and for the fruitful discussions on partial evaluation and integrity checking. Finally we would like to thank anonymous referees of PEPM'95 for their useful remarks.

References


13Thanks to Bern Martens for pointing this out.


[70] Prolog by BIM 4.0, October 1993.


40


A The Meta-Interpreter for Specialised Integrity Checking

```c
/* ------------------------------- */
/* normal_solve(GrFacts,GrRules,NgGoal) */
/* ------------------------------- */

/* This normal_solve makes no assumptions about the Facts and the Rules. 
   For instance the predicates defined in rules can also be present 
   in Facts and vice versa */

normal_solve(GrXtraFacts,GrDelFacts,GrRules,[]).
normal_solve(GrXtraFacts,GrDelFacts,GrRules,[not(NgG)|NgT]) :-
   (normal_solve(GrXtraFacts,GrDelFacts,GrRules,[pos(NgG)])
   -> fail
   ; (normal_solve(GrXtraFacts,GrDelFacts,GrRules,NgT))
).

normal_solve(GrXtraFacts,GrDelFacts,GrRules,[pos(NgH)|NgT]) :-
   db_fact_lookup(NgH),
   not(non_grounded_member(NgH,GrDelFacts)),
   normal_solve(GrXtraFacts,GrDelFacts,GrRules,NgT).
normal_solve(GrXtraFacts,GrDelFacts,GrRules,[pos(NgH)|NgT]) :-
   non_grounded_member(NgH,GrXtraFacts),
   normal_solve(GrXtraFacts,GrDelFacts,GrRules,NgT).

normal_solve(GrXtraFacts,GrDelFacts,GrRules,[pos(NgH)|NgT]) :-
   non_grounded_member(term(clause,[pos(NgH)|NgBody]),GrRules),
   normal_solve(GrXtraFacts,GrDelFacts,GrRules,NgBody),
   normal_solve(GrXtraFacts,GrDelFacts,GrRules,NgT).
```
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/*  ------------------------------ */
/*  INCREMENTAL IC CHECKER      */
/*  ------------------------------ */

incremental_solve(GoalList, DB) :-
    verify_one_potentially_added(GoalList, DB),
    inc_resolve(GoalList, DB).

inc_resolve([pos(NgH)|NgT], DB) :-
    DB = db(AddedFacts, DeletedFacts,
            ValidOldRules, AddedRules, DeletedRules),
    db_fact_lookup(NgH),
    not(non_ground_member(NgH, DeletedFacts)),
    incremental_solve(NgT, DB).

inc_resolve([pos(NgH)|NgT], DB) :-
    DB = db(AddedFacts, DeletedFacts,
            ValidOldRules, AddedRules, DeletedRules),
    non_ground_member(NgH, AddedFacts),
    /* print(found_added_fact(NgH)), nl, */
    append(AddedRules, ValidOldRules, NewRules),
    normal_solve(AddedFacts, DeletedFacts, NewRules, NgT).

inc_resolve([pos(NgH)|NgT], DB) :-
    DB = db(AddedFacts, DeletedFacts,
            ValidOldRules, AddedRules, DeletedRules),
    non_ground_member(term(clause, [pos(NgH)|NgBody]), ValidOldRules),
    append(NgBody, NgT, NewGoal),
    incremental_solve(NewGoal, DB).

inc_resolve([pos(NgH)|NgT], DB) :-
    DB = db(AddedFacts, DeletedFacts,
            ValidOldRules, AddedRules, DeletedRules),
    non_ground_member(term(clause, [pos(NgH)|NgBody]), AddedRules),
    append(AddedRules, ValidOldRules, NewRules),
    normal_solve(AddedFacts, DeletedFacts, NewRules, NgBody),
    normal_solve(AddedFacts, DeletedFacts, NewRules, NgT).

inc_resolve([not(NgH)|NgT], DB) :-
    DB = db(AddedFacts, DeletedFacts,
            ValidOldRules, AddedRules, DeletedRules),
    append(AddedRules, ValidOldRules, NewRules),
    (normal_solve(AddedFacts, DeletedFacts, NewRules, [pos(NgH)])
        -> (fail)
        ; (verify_potentially_added(not(NgH), DB)
            -> (normal_solve(AddedFacts, DeletedFacts, NewRules, NgT))
            ; (incremental_solve(NgT, DB))
        )
    ).

verify_one_potentially_added(GoalList, DB) :-
    ( one_potentially_added(GoalList, DB) -> fail ; true
        -> fail
        ; true
    ).
one_potentially_added( GoalList, DB) :-
  member( Literal, GoalList),
  potentially_added( Literal, DB).

/* ------------------------------------------ */
/* Determining the literals that are potentially added */
/* ------------------------------------------ */

/* verify if a literal is potentially added -
   without making any bindings and succeeding only once */
verify_potentially_added( Literal, DB) :-
  ( ( potentially_added( Literal, DB) -> fail ; true)
  -> fail
  ; true
  ).

potentially_added( neg( Atom), DB) :-
  potentially_deleted( pos( Atom), DB).

potentially_added( pos( Atom), DB) :-
  DB = db( AddedFacts, DeletedFacts,
            ValidOldRules, AddedRules, DeletedRules),
            non_ground_member( Atom, AddedFacts).

potentially_deleted( neg( Atom), DB) :-
  potentially_added( pos( Atom), DB).

potentially_deleted( pos( Atom), DB) :-
  DB = db( AddedFacts, DeletedFacts,
            ValidOldRules, AddedRules, DeletedRules),
            non_ground_member( Atom, DeletedFacts).

potentially_deleted( neg( Atom), DB) :-
  potentially_deleted( pos( Atom), DB).

potentially_deleted( pos( Atom), DB) :-
  DB = db( AddedFacts, DeletedFacts,
            ValidOldRules, AddedRules, DeletedRules),
            non_ground_member( Atom, AddedFacts).
/* non_ground_member(NGExpr,GrListOfExpr) */
/* --------------------------------------------------------------- */

non_ground_member(NGX,[GrH|GrT]) :-
    make_non_ground(GrH,NGX).
non_ground_member(NGX,[GrH|GrT]) :-
    non_ground_member(NGX,GrT).

/* --------------------------------------------------------------- */
/* make_non_ground(GroundRepOfExpr,NonGroundRepOfExpr) */
/* --------------------------------------------------------------- */
/* ex. ?-make_non_ground(pos(term(f,[var(1),var(2),var(1)])),X). */

make_non_ground(G,NG) :-
    mng(G,NG,[],Sub).

mng(var(N),X,[],[sub(N,X)]).

mng(var(N),X,[sub(M,Y)|T],[sub(M,Y)|T1]) :-
    (N=M)
        -> (T1=T, X=Y)
        ; (mng(var(N),X,T,T1)).

mng(term(F,Args),term(F,Args),InSub,OutSub) :-
    l_mng(Args,Args,InSub,OutSub).

mng(not(G),not(NG),InSub,OutSub) :-
    mng(G,NG,InSub,OutSub).

mng(pos(G),pos(NG),InSub,OutSub) :-
    mng(G,NG,InSub,OutSub).

l_mng([],[],Sub,Sub).

l_mng([H|T],[IH|IT],InSub,OutSub) :-
    mng(H,IH,InSub,IntSub),
    l_mng(T,IT,IntSub,OutSub).

/* --------------------------------------------------------------- */
/* SIMULATING THE DEDUCTIVE DATABASE FACT LOOKUP */
/* --------------------------------------------------------------- */

db_fact_lookup(term(Pred,Args)) :-
    fact(Pred,Args).

fact(female,[term(mary,[])]).  
fact(male,[term(peter,[])]).  
fact(male,[term(paul,[])]).
...

B The ic-lst Meta-Interpreter for the Benchmarks

This appendix contains the code of an implementation of the method by Lloyd, Topor and Sonenberg [53] for specialised integrity checking in deductive databases.
/* =================================================================== */
/* Bottom-Up Propagation of updates according to Lloyd et al.'s Method */
/* =================================================================== */

:- dynamic lts_rules/1.

construct_lts_rules :-
  retract(lts_rules(R)), fail.
construct_lts_rules :-
  findall(clause(Head, Body), rule(Head, Body), Rules),
  assert(lts_rules(Rules)).

lts_check(Nr, Update) :-
  lts_rules(Rules),
  check_ic(Nr, Update, Rules).

check_ic(Nr, Update, Rules) :-
  bup(Rules, Update, AllPos), !,
  member(false(Nr), AllPos),
  member(clause(false(Nr), Body), Rules),
  member(Atom, Body),
  member(Atom, AllPos),
  normal_solve(Body, Update).

/* This is the main Predicate */
/* Rules is the intensional part of the database */
/* Update are the added facts to the extensional database */
/* Pos is the set of (most general) atoms potentially affected by the update */
bup(Rules, Update, Pos) :-
  bup(Rules, Update, Update, Pos).

bup(Rules, Update, InPos, OutPos) :-
  bup_step(Rules, Update, [], InPos, IntPos),
  (IntPos=[])
  -> (OutPos=IntPos)
  ; (bup(Rules, NewPos, IntPos, OutPos))
).

bup_step([], _, Pos, NewPos, NewPos, AllPos, AllPos).
bup_step([Clause1|Rest], Pos, InNewPos, ResNewPos, InAllPos, ResAllPos) :-
  Clause1 = clause(Head, Body),
  bup_treat_clause(Head, Body, Pos, InNewPos, InNewPos1, InAllPos, InAllPos1),
  bup_step(Rest, Pos, InNewPos1, ResNewPos, InAllPos1, ResAllPos).

bup_treat_clause(Head, [], Pos, NewPos, NewPos, AllPos, AllPos).
bup_treat_clause(Head, [BodyAtom|Rest], Pos, InNewPos, OutNewPos, InAllPos, OutAllPos) :-
  bup_treat_body_atom(Head, BodyAtom, Pos, InNewPos, InNewPos1, InAllPos, InAllPos1),
  bup_treat_clause(Head, Rest, Pos, InNewPos1, OutNewPos, InAllPos1, OutAllPos).
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bup_treat_body_atom(Head,BodyAtom, [], NewPos, NewPos, AllPos, AllPos).

bup_treat_body_atom(Head,BodyAtom, [Pos1|Rest], InNewPos, OutNewPos, InAllPos, OutAllPos) :-
  copy(Pos1,Pos1C),
  copy(g(Head,BodyAtom),g(Head,BodyAtom)),
  (propagate_atom(Head,BodyAtom,Pos1C,NewHead)
  -> (add_atom(NewHead,InAllPos,InAllPos1,Answer),
      ((Answer=dont_add)
       -> (InNewPos2=InNewPos,InAllPos2=InAllPos1)
       ; (add_atom(NewHead,InNewPos,InNewPos1,Answer2),
          (Answer2=dont_add)
          -> (InNewPos2=InNewPos1,InAllPos2=InAllPos1)
          ; (InNewPos2=InNewPos,InNewPos1=NewHead)
             InAllPos2=[NewHead|InAllPos1]
       )
      )
    )
  ).

bup_treat_body_atom(Head,BodyAtom,Rest,InNewPos2,OutNewPos,InAllPos2,OutAllPos).

propagate_atom(Head,BodyAtom,Pos,NewAtom) :-
  BodyAtom = Pos, !,
  NewAtom = Head.
propagate_atom(Head,BodyAtom,not(Pos),NewAtom) :- !,
  BodyAtom = Pos,
  NewAtom = not(Head).
propagate_atom(Head,not(BodyAtom),Pos,NewAtom) :- !,
  BodyAtom = Pos,
  NewAtom = not(BodyAtom).

add_atom(NewAtom, [], [], add).
add_atom(NewAtom, [Pos1|Rest], OutPos, Answer) :-
  (covered(NewAtom,Pos1)
   -> (OutPos=[Pos1|Rest],
       Answer=dont_add)
  )
  ; (covered(Pos1,NewAtom)
     -> (OutPos=OutRest,
         add_atom(NewAtom,Rest,OutRest,Answer)
       )
  )
  ; (OutPos=[Pos1|OutRest],
      add_atom(NewAtom,Rest,OutRest,Answer)
  ).
A More Sophisticated Database

The following is the intensional part of a database adapted from [74] (where it is the most complicated database) and transformed into rule format (using Lloyd-Topor transformations [54] done by hand) required by [44].

\[
\begin{align*}
\text{parent}(B,C) &\leftarrow \text{father}(B,C) \\
\text{parent}(B,C) &\leftarrow \text{mother}(B,C) \\
\text{mother}(B,C) &\leftarrow \text{father}(D,C) \land \text{husband}(D,B) \\
\text{age}(B,C) &\leftarrow \text{civil_status}(B,C,D,E) \\
\text{sex}(B,C) &\leftarrow \text{civil_status}(B,D,C,E) \\
\text{dependent}(B,C) &\leftarrow \text{parent}(C,B) \land \text{occupation}(C,\text{service}) \land \text{occupation}(B,\text{student}) \\
\text{occupation}(B,C) &\leftarrow \text{civil_status}(B,D,E,C) \\
\text{eq}(B,B) &\leftarrow \\
\text{aux\_male\_female}(\text{male}) &\leftarrow \\
\text{aux\_male\_female}(\text{female}) &\leftarrow \\
\text{aux\_status}(\text{student}) &\leftarrow \\
\text{aux\_status}(\text{retired}) &\leftarrow \\
\text{aux\_status}(\text{business}) &\leftarrow \\
\text{aux\_status}(\text{service}) &\leftarrow \\
\text{aux\_limit}(B,C) &\leftarrow \text{greater\_than}(B,0) \land \text{less\_than}(B,100000) \land \text{greater\_than}(C,0) \land \text{less\_than}(C,125) \\
\text{false}(a1) &\leftarrow \text{civil\_status}(B,C,D,E) \land \text{civil\_status}(B,F,G,H) \land \lnot \text{eq}(C,F) \\
\text{false}(a2) &\leftarrow \text{civil\_status}(B,C,D,E) \land \text{civil\_status}(B,F,G,H) \land \lnot \text{eq}(D,G) \\
\text{false}(a3) &\leftarrow \text{civil\_status}(B,C,D,E) \land \text{civil\_status}(B,F,G,H) \land \lnot \text{eq}(E,B) \\
\text{false}(2) &\leftarrow \text{father}(B,C) \land \text{father}(D,C) \land \lnot \text{eq}(B,D) \\
\text{false}(3) &\leftarrow \text{husband}(B,C) \land \text{husband}(D,C) \land \lnot \text{eq}(B,D) \\
\text{false}(4) &\leftarrow \text{husband}(B,C) \land \text{husband}(B,D) \land \lnot \text{eq}(C,D) \\
\text{false}(5) &\leftarrow \text{civil\_status}(B,C,D,E) \land \text{aux\_male\_female}(B) \land \text{aux\_status}(E) \land \lnot \text{aux\_limit}(B,C) \\
\text{false}(6) &\leftarrow \text{civil\_status}(B,C,D,\text{student}) \land \lnot \text{less\_than}(C,25) \\
\text{false}(7) &\leftarrow \text{civil\_status}(B,C,D,\text{retired}) \land \lnot \text{greater\_than}(C,60) \\
\text{false}(8) &\leftarrow \text{father}(B,C) \land \lnot \text{sex}(B,\text{male}) \\
\text{false}(9a) &\leftarrow \text{husband}(B,C) \land \lnot \text{sex}(B,\text{male}) \\
\text{false}(9b) &\leftarrow \text{husband}(B,C) \land \lnot \text{sex}(C,\text{female}) \\
\text{false}(10a) &\leftarrow \text{husband}(B,C) \land \text{age}(B,D) \land \lnot \text{greater\_than}(D,19) \\
\text{false}(10b) &\leftarrow \text{husband}(B,C) \land \text{age}(C,D) \land \lnot \text{greater\_than}(D,19) \\
\text{false}(11) &\leftarrow \text{civil\_status}(B,C,D,E) \land \text{less\_than}(C,20) \land \lnot \text{eq}(E,\text{student}) \\
\end{align*}
\]