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Abstract

Binding-time analysis determines when variables and expressions in a program can be
bound to their values, distinguishing between early (compile-time) and late (run-time) bind-
ing. Binding-time information can be used by compilers to produce more efficient target
programs by partially evaluating programs at compile-time. Binding-time analysis has been
formulated in abstract interpretation contexts and more recently in a type-theoretic setting.

In a type-theoretic setting binding-time analysis is a type inference problem: the problem
of inferring a completion of a A-term e with binding-time annotations such that e satisfies
the typing rules. Nielson and Nielson and Schmidt have shown that every simply typed
A-term has a unique completion é that minimizes late binding in TML, a monomorphic type
system with explicit binding-time annotations, and they present exponential time algorithms
for computing such minimal completions.! Gomard proves the same results for a variant of
his two-level A-calculus without a so-called “lifting” rule. He presents another algorithm
for inferring completions in this somewhat restricted type system and states that it can be
implemented in time O(n?®). He conjectures that the completions computed are minimal.

In this paper we expand and improve on Gomard’s work in the following ways.

e We identify the combinatorial core of type inference for binding-time analysis in Go-
mard’s type system with “lifting” by effectively characterizing it as solving a specific
class of constraints on type expressions.

e We present normalizing transformations on these constraints that preserve their solu-
tion sets, and we use the resultant normal forms to prove constructively the existence
of minimal solutions, which yield minimal completions; this sharpens the minimal com-
pletion result of Gomard and extends it to the full type system with “lifting”.

e We devise a very efficient algorithm for computing minimal completions. It is a refine-
ment of a fast unification algorithm, and an amortization argument shows that a fast
union/find-based implementation executes in almost-linear time, O(na(n,n)), where «
is an inverse of Ackermann’s function.

*To appear in Proc. Conference on Functional Programming Languages and Computer Architecture (FPCA),
Cambridge, Massachusetts, August 1991. This research has been supported by Esprit BRA 3124, Semantique.
'A (minimal) completion is called a (best) decoration in the work of Nielson and Nielson and Schmidt.



Our results are for the two-level type system of Gomard, but we believe they are also
adaptable to the Nielsons’ TML. Our algorithm improves the computational complexity
of computing minimal completions from exponential time to almost-linear time. It also
improves on Gomard’s polynomial time completion algorithm by a quadratic factor and as
such appears to be the first efficient algorithm that provably computes minimal completions.

1 Introduction

Given information on the static or dynamic availability of data, binding-time analysis determines
which operations can safely be evaluated “early” (statically, at compile-time) and which should
be deferred until “late” (to be executed dynamically, at run-time). Instead of ‘early’ and ‘late’
we also use the common terms ‘static’ and ‘dynamic’, respectively. Binding-time information
can be used to optimize the implementation of programming languages by scheduling operations
with statically bound data at compile time (e.g., [JM76,JM78,JS80,Kro81,NN86| etc). Auto-
matic binding-time analysis is usually beneficial for guiding the actions of program specializers,
but it plays an especially important role in the generation of compilers from self-applicable par-
tial evaluators [JSS85,J5589,Con88,Rom87,JGB*90,Bon90a,GJ91] as a preprocessing phase to
program specialization [BJMS88].

In the early work on partial evaluators a simple dichotomy static/dynamic was used (e.g.,
[Ses85]). This was generally too conservative for compound data types such as lists, and rewriting
of a program was required to recover more static binding information. This was remedied by
using more refined binding-time values [Lau87,Mog87], which Mogensen calls partially static
structures. The relevance of this refinement is not limited to first-order data types. For example,
if y is dynamic the function (Az.zQy) is partially static: we can evaluate statically the application
of Az.x@Qy to a (completely) dynamic argument z; yet we cannot evaluate statically the resulting
application of z to y since x will be bound to z, which is completely dynamic.

Every function application can of course be evaluated late, which amounts to deferring all
computation to run-time. Partial evaluation seeks to do as much computation at compile-time
as is correct, possible and sensible. For this purpose binding-time analysis is used to find as
many operations that can be evaluated (“bound”) statically.

Early binding-time analysis work limited itself to first-order languages [JSS85,JSS89,Jon87,
Mog89,Rom87,Lau87,Lau90], but, more recently, higher-order languages have also been an-
alyzed: Mogensen [Mog89], Bondorf [Bon90a,Bon90b], Consel [Con90] and Hunt and Sands
[HS91] describe higher-order binding time analysis in an abstract interpretation framework;
Nielson and Nielson [NN88a], Schmidt [Sch87] and Gomard [Gom89,Gom90,GJ91] formalize it
as a type inference (or type annotation) problem within two-level typed A-calculus.

A two-level type system has an early-binding and a late-binding variant of every operator,
which are distinguished by binding-time annotations. In Gomard’s two-level typed A-calculus
there is a distinguished type A that represents unevaluated, untyped A-terms?, which are the
result of late-binding operators at partial evaluation time. A late-binding syntactic operator
(such as @, \) is indicated by underscoring it (e.g., @, \) whereas its early-binding counterpart
has no underscore.

The main difference to the original two-level A-calculus TML of Nielson [NN88b] is that
in Nielson’s work the represented A-terms are also typed, which is reflected in a more complex
type structure for (two-level) A-terms denoting such unevaluated “object terms”. Nielson and

’In [Gom90] the type A type is actually called “untyped”; and in [Gom89] it is referred to as “code” because
of its intended interpretation in the two-level A-calculus.



Nielson [NN88a] and Schmidt [Sch87] have shown that every simply typed A-term has a minimal
completion é in TML in the sense that all late-binding annotations (underscores in Gomard’s
system) in é occur in every completion of e with binding-time annotations, and they present
exponential time algorithms for computing such minimal completions. Gomard proves the same
results for untyped A-terms in his two-level A-calculus without a “lifting” rule [Gom&89]. He
presents a more efficient completion algorithm [Gom90] and states that this algorithm can be
implemented in time O(n?®) using Huet’s fast unification algorithm [Gom89]. He conjectures
that his algorithm computes minimal completions.
In this paper we expand and improve on Gomard’s work in the following ways.

e We identify the combinatorial core of type inference for binding-time analysis in Gomard’s
type system with “lifting” by effectively characterizing it as solving a specific class of
constraints on type expressions.

e We present normalizing transformations on these constraints that preserve their solution
sets, and we use the resultant normal forms to prove constructively the existence of minimal
solutions, which yield minimal completions for the type inference system; this sharpens the
minimal completion result of Gomard and extends it to the full type system with “lifting”.

o We devise a very efficient algorithm for computing minimal completions. It is a refinement
of a fast unification algorithm, and an amortization argument shows that a fast union/find-
based implementation executes in almost-linear time, O(na(n,n)), where « is an inverse
of Ackermann’s function.

Our results are for the two-level type system of Gomard (with “lifting”), but we believe they
are also adaptable to the Nielsons’ TML. Our algorithm improves the computational complexity
of computing minimal completions from exponential time to almost-linear time. It also improves
on Gomard’s polynomial time algorithm by a quadratic factor and as such appears to be the
first efficient algorithm that provably computes minimal completions.

We believe that the constraints used to characterize typability may be usable in describing
other, similar type inference problems, thus providing a common “back-end” for a whole class
of type inference problems. Furthermore, we expect the union/find-based implementation of
our type inference algorithm to be implementable, adaptable and responsive in practice. This
may well lay the foundation of a practical implementation technology for type-based program
analyses.

In Section 2 we recall Gomard’s type inference approach to binding time analysis. We present
a characterization of completions by solutions of type constraint systems in Section 3. In Section
4 we show how these constraint systems can be normalized while preserving their solution sets.
Section 5 shows how minimal completions are constructed. An efficient implementation of the
constraint transformations is the basis of our almost-linear time constraint normalization in
Section 6. In Section 7 we show how it can be used to implement an almost-linear time binding-
time analysis algorithm. Finally, in Section 8 we briefly summarize our results and propose
directions in which this kind of type-based analysis might be extended and generalized.

2 Binding-time analysis by type inference

We use a small, but paradigmatic higher-order language of untyped \-terms for which we perform
binding-time analysis; they are the terms e generated by the production

n
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where x ranges over a class of variables, ¢ is a class of given first-order constants, op stands
for a set of given binary first-order operations, fix is a recursion (fixed-point) operator, and
if ¢/ then ¢’ else €’ is the usual conditional form.

In the type inference approach to binding-time analysis binding-time values are represented
by type expressions (types). Our types T are generated by the production

Tu=B|A|la|T =1

The type constant B represents the binding-time value “static”; it denotes the set of (first-order)
base wvalues, such as the Boolean truth values and integers. The type constant A represents
the binding-time value “dynamic”; extensionally it stands for the dynamic values: the set of
unevaluated untyped A-terms. A type variable o represents an arbitrary (fixed, but unknown)
binding-time value. The function type 7 — 7o represents a higher-order binding-time value;
e.g., A — A represents a partially static function such as (Az.z@Qy) for dynamic y.

Binding-time information is represented explicitly by operator, type, and lifting annotations
in A\-terms: a late-bound operator is distinguished from an early-bound operator by an under-
score; an early-bound A-abstraction carries an explicit type; and application of a lift operator
represents turning a base value into a dynamic value. A A-term with such annotations is called
an annotated A-term. Binding-time annotations are used to guide the actions of a partial eval-
uator: an early-bound operator is directly executed on its arguments, a late-bound operator is
left uninterpreted (i.e., it results in constructing a piece of code from its (code) arguments), and
a lift operator is interpreted by generating code representing the (static) value of its argument.
We assume that base values, but not functions, can be made dynamic by application of the
lift operator. As a consequence we distinguish in our type system between B — B and B even
though both represent fully static binding-time values.

A binding-time proposition “expression e has binding-time value 77 is written as a typing
e : 7. Such typings are derived by a formal inference system.?

Figure 1 contains the inference rules for our (two-level) type system in natural deduction
style. In it we use the following conventions: e,e’,e” range over A-terms; x, 2’ over variables,
7,7’ over type expressions. A hypothesis that may be discharged at a rule application is written
in square brackets; i.e., [z : 7/]. The introduction of a typing hypothesis for variable = “hides”
all other typing hypotheses for x until it is discharged. In the following we write A - e : 7 if
e : 7 can be derived from the rules in Figure 1 and exactly one hypothesis for each free variable
in e, the set of which is denoted by A. In this case we call e a well-annotated A-term (w.r.t. A).
For example, (Az : A.xQy)Qz is well-annotated w.r.t. {y : A,z : A}.

This type system is monomorphic and corresponds in expressive power roughly to what has
been termed a “sticky” analysis in abstract interpretation. The inference rules consist of one
rule each for every early-binding and late-binding operator, a rule for constants and the lifting
rule. There are no compound (first-order) data types such as pairs and lists in our language, but
they and their binding-time properties — formalized with or without partially static structures
— could be added easily in the form of additional type inference rules.

Apart from inessential differences this type system is the same as Gomard’s [Gom89,GJ91].
(Note that the type inference algorithm in [Gom90] is for the same type system, but without

3Binding-time properties are semantic properties, and there is thus an arbitrary number of concrete conceivable
“static” (recursive) analyses to approximate these quintessentially dynamic properties. The inference rules specify
exactly the expressiveness of an analysis and thus determine the particular binding-time analysis problem to be
solved without predetermining how to compute binding-time properties.



rule (LIFT).) The corresponding two-level type system for simply typed A-terms is described in
Nielson and Nielson [NN88a).

The erasure of an annotated A-term e is the untyped A-term in which all operator, type and
lifting annotations are eliminated, but which is otherwise identical to e. A completion of an
unannotated A-term e w.r.t. typing assumptions A is a well-annotated A-term e (w.r.t. A) whose
erasure is e.

A set of typing assumptions is a (first-order) binding-time assumption for A-term e if it
contains exactly one typing assumption for every free variable in e, and all typing assumptions
are of the form x : Bor x : A. In this context binding-time analysis is the problem of computing
a minimal completion of an unannotated A-term w.r.t. a given binding-time assumption in the
intuitive sense that it has a minimum of late-binding operators (see Section 5 for a definition of
minimality).

By using the erasures of annotated A-terms in the “explicit” type system of Figure 1 we
obtain an “implicit” type inference system for untyped A-terms with the properties that: if
AF e: 7 in the explicit system then At ¢’ : 7 in the implicit system where €’ is the erasure of
e; if At e: 7 in the implicit system then there exists a completion € such that A € : 7 in the
explicit system; and, in particular, for every type derivation for an untyped A-term e there is a
unique completion of e with an isomorphic derivation in the explicit type inference system. In
other words, implicit type derivations, explicit type derivations and well-annotated A-terms are
pairwise in natural one-to-one correspondences.

Since the lift operator and every variant — underscored and not underscored — of every
syntactic operator have exactly one inference rule scheme (without side conditions) it follows that
type checking for an annotated A-term is (RAM-)linear-time equivalent to solving a unification
problem [Wan87,Hen88a] and thus can be done efficiently in linear [PW78 MM82] or almost-
linear time [Hue76,ASU86]. We will show that type inference for unannotated (or partially
annotated) A-terms and computation of minimal completions can actually be done in essentially
the same time.

3 Type constraint characterization

Recall that the universe of type expressions is the class of terms T(A, V) generated from the

ranked alphabet A = {B,—, A} where B and A have arity (rank) 0 and — has arity 2; V is the

set of type variables a, o/, ..., 3,7 etc. We write 7 = 7/ if 7 and 7 are the same type expressions.
We define <, <; to be the “flat” partial orders that contain only the strict inequalities

B <p A (1)

A—-A < f A (2)

A constraint system C' is a multiset of formal constraints of the form

o
e o — o Sfay

?
ﬂgbaa

?
e o =c/, and

o a .



(ABSTR) [z:7]

e: T

Me:Te:T — 7T

(APPL) e:7 =1
T
e@e' : 7

(FIX) e:T—T
fixe: 7

(IF)

(OP) B

e:B

eope : B
(CONST) c: B
(LIFT) e:B

lifte : A
(ABSTR-DYN) [z : A]

e: A

Az.e: A
(APPL-DYN) e: A

e A

eQe’ : A
(FIX-DYN) e: A

fixe: A
(IF-DYN) e: A

e A

e’ A

ifethene elsee” : A
(OP-DYN) e: A

e A

eope i A

Figure 1: Type infere%ce system with type A



where a,d’,aq,...,q, 3 are type variables or the type constant A; (3 can also be the type
constant B. A substitution S (of type expressions for type variables) is a solution of C' if

?
e for every constraint of the form o/ — o’ <; o we have S(a/ — o) <y S(a);

?
e for every constraint of the form § <, a we have S(5) <, S(«);

e for every constraint of the form « Z o/ we have S (o) = S(a);

e for every constraint of the form a > o we have that if S(a) = A then S(a/) = A;

e for every type variable a not occurring in C' we have S(a) = a.

We write Sol(C) for the set of all solutions of C.

Let e be a A-term and A a binding-time assumption for e. We associate a type variable o,
with every A-bound variable 2’ occurring in e and unique type variables ./, @ for every A-term
occurrence €' in e (for an occurrence of a A\-bound variable z we take a. = a ). W.lo.g. we
assume that there are no two A-bindings for any variable in e. We define the constraint system
Ca(e) by induction as follows.

? ?
1. If e = Az.€/ then Ca(e) = {ap = qe <f e, e <p @} UCa(€);
? ?
2. if e = €'@e" then Ca(e) = {Qer — e <y Qe e <p @} U Cale’) U Cale");

? ?
3. if e = fix €’ then Ca(e) = {ae — e <f @, e <p e} UCA(E);
? o ° ?
4. if e = if e’ then e” else ¢ then Cy(e) = {B <p Qer, Qe = Qerry Qe = Ay Qler B> Qey e <y
et UC4(e)UCy(e”)uCy(e");

? ?
5. if e = ¢ then Cy(e) = {B <p qe, e <p Qe };

. ! ? ? !
6. if e=¢"ope”’ then Cy(e) = {B <p aer, Qe = Qerry Qe = e, Ole <p Al };

?
7. if e = x (x a A-bound variable) then C4(e) = {a, <p ae}.

?
8. if e = x (x a free variable with typing assumption x : 7) then Ca(e) = {7 <p a.}.

Every type derivation for an untyped A-term e (in the implicit type inference system) cor-
responds uniquely to a type labeling of the syntax tree of e; that is, to a mapping of (A-term)
occurrences in e into type expressions. A type labeling that arises from a type derivation in this
fashion, however, can equally well be viewed as a mapping from the canonical type variables
associated above with the occurrences in e to type expressions. Consequently, every (implicit)
type derivation for a A-term e determines uniquely a substitution on these type variables by
mapping every other type variable to itself. By induction on the syntax of A-terms e it can be
shown that such a substitution is a solution of the constraint system C'4(e) and, vice versa, every
solution of Cy(e) is a substitution determined by a type derivation for e. Since every implicit
type derivation of e corresponds to a unique completion of e we have the following theorem.

4The last condition is a technical condition to guarantee that solutions S and S’ are considered equal for a
constraint system C whenever their restrictions to the variables actually occurring in C are equal.



Theorem 1 For every A-term e and binding-time assumption A for e there is a one-to-one
correspondence between the completions of e and the solutions of C4(e).

Let us get an intuitive idea of why C4(e) captures exactly the type constraints necessary
and sufficient for any completion of e w.r.t. A. First of all, the implicit version of our type
inference system is useful since it describes well-typedness in terms of a given unannotated A-
term, which is all we have initially. In the implicit version of the type inference system of Figure
1 there are two rule schemes for every syntactic constructor (with the exception of constants
and variables). Our goal is to translate the implicit system into a deterministic syntax-directed
type system in which every construct has exactly one typing rule (scheme). The idea is to factor
well-typedness into syntactic well-formedness plus satisfaction of (nonsyntactic) type constraints.
Since syntactic well-formedness is presupposed in the input the solutions to the resulting type
constraints characterize all the typings. For example, consider the implicit versions of the typing
rules for A-abstraction, (ABSTR) and (ABSTR-DYN), in Figure 1. They can be combined into
the single rule

(ABSTR-COMB) [z : 7]
e:T
7 —or=7"orr =7=7"=A
Ax.e: 7"

It is obvious that rule (ABSTR) is applicable if and only if the first disjunct in the side condition
on types holds, and rule (ABSTR-DYN) is applicable if and only if the second disjunct holds.
Since the disjunction is exclusive any rule application of (ABSTR-COMB) corresponds to an
application of exactly one of the rules (ABSTR), (ABSTR-DYN), and it is easy to figure out
to which. Note that 7/ =7 = 7”7 = A if and only if 7/ — 7 <; 7”. Consequently we can write
the disjunction as 7/ — 7 = 7"V 7' — 7 <y 7", viz. 7' — 7 <y 7”. Using the type variables
associated with subterms in the construction of C'4(e), rule (ABSTR-COMB) can be applied to
?

a A-abstraction e = Az.¢’ if and only if o, — e < # e is solvable; c.f. the constraints in C'y (e)
above.® Generally it is possible that a subterm is “lifted” using rule (LIFT). For occurrence €’
the type variable a, represents the “immediate” type of ¢/, and @, represents its type after

o
possible lifting. This explains the type constraints of the form a. <, @ in the definition of
Ca(e).

Note that the inequalities <j, <; do not induce inequalities on higher-order types because
there is no analogue for “induced” lifting in the type inference system.

The constraint system C4 (e) depends only on the language of type expressions, not the actual
syntax of A-terms. When adding additional language primitives or additional type expressions
(such as a list-type and appropriate list manipulation primitives) it may be possible to modify
the construction of the constraint system correspondingly without actually changing the class
of constraints that are to be solved in an essential way. Thus any efficient method for solving
constraint systems can conceivably be reused directly for (slightly) different program analyses. In
the following two sections we show how constraint systems arising here can be solved efficiently.
We view the initial translation of (a type inference problem for) a program term e into the
“intermediate language” of constraints as the “front end” of our analysis and the algorithm(s)

5Similar considerations can be applied to other type inference problems to derive systematically reductions to
solvability of type constraint systems; in particular, the reductions of Mitchell [Mit84], Wand [Wan87], Fuh and
Mishra [FM88], Stansifer [Sta88], Henglein [Hen88b] can be derived in this fashion.



for solving these constraints as its “back end”. We hope that, possibly after some suitable
generalization, our constraints are both expressive enough to capture many interesting program
analyses and still constrained enough to admit efficient computation of solutions.

4 Normalization of type constraints

In Section 3 we have seen that the type derivations for a A-term e under binding-time assumption
A — and thus its completions — can be characterized by the solutions of a constraint system
Ca(e). In this section we present transformations that preserve the set of solutions of such
a constraint system. A constraint system that is in normal form with respect to these trans-
formations will have the further property that it defines directly a solution with “minimality”
property.

Our transformation rules define a labeled reduction relation €' = O’ where C' and C' are
constraint systems and S is a substitution. If the substitution is the identity substitution we
simply write C' = C’. For substitution S and constraint system C, we denote applying S to
all type expressions in C' by S(C). Let G(C) be the directed graph on variables in constraint
system C that contains an edge («, () if and only if there is an inequality constraint of the form

a— o <f Borad — « <f Bin C. If G(C) contains a cycle we say C'is cyclic; acyclic otherwise.

The transformation rules are given in Figure 2. The first two inequality constraint rules show
how inequality constraints with identical right-hand sides are eliminated: If the left-hand sides
have the same type constructor then these left-hand sides are equated in the “reduced” system
(Rule 1a); if the left-hand sides have different left-hand side type constructors then the right-
hand side is equated with A (Rule 1b) and the inequalities are eventually eliminated by Rules
1f and 1g.
S

The transitive closure of the transformation rules is defined by: C =+ C’ if C 2 ¢ and

558! S s’
C =+ C"if C =+ C',C" =+ C"” for some C’, where S; 5" denotes the left-to-right composition
of S and S’. We say C is a normal form (or normalized) constraint system if there is no C’
such that C' 2 O’ for any S, and C' has a normal form if there is a normal form C’ such that

S
C =+ C’ for some substitution S. The correctness of the transformations is captured in the
following theorem, which is easily proved by induction on the length of transformation sequences
and by case analysis of the individual rules using elementary properties of <;, <;.

Theorem 2 (Soundness and completeness of transformations)

S
Let C =+ C'. Then Sol(C) ={(S;5")|S" € Sol(C")}.

The transformations can be used to derive an algorithm for normalizing constraint systems
based on the following theorem.

Theorem 3 (Normalization of constraint systems)

1. The transformations of Figure 2 are (weakly) normalizing; that is, every C has a normal
form.

? ? . . . C
SConstraints of the form a = o and a <, o' need not be considered in the definition of cyclicity since our
transformation rules eliminate all equational constraints and <p-inequality constraints remaining in a normal form
constraint system are irrelevant.



1. (inequality constraint rules)

? ? ?

(a) CU{a— o' <;v,8— 8 <7} =>CU{a—a <;v,a=8a =8
? ? ? ?

(b) CU{a—>0/ Sf’YaBSbPY}éCU{O‘_)O/ §f773§b777;A}7
? ? ?

¢) CUfa—a <;8,8<,8)=CU{a—a <B,8=08);

(
? ? ? ?
(d) CU{B<pa,a<d'} = CU{B<,a,B<,d,a >d'};

)
? ? ? ?
(e) CU{B<,d,a<pd}=CU{B<,a,B<,d,a >d'};
?
() CU{a— o <;A}=CU{a=Ad =AY
?
(8) CU{B<, A} = C;
?
(h) CU{A<pa} = CU{AZal.
? ?
(i) CU{a < A} = CU{B <, a} if a is a type variable.
2. (equational constraint rules)
a) CUIAL oY= CUfa~A ifaisat e variable;
yp
(b) CU{A L A} = C;
(¢) CU{« L o'} =4 S(C) if a is a type variable and S = {a — o'};
3. (dependency constraint rules)
(a) CU{a > A} = C;
(b) CU{A >a} = CU{a= A}

4. (occurs check rule)

(a) C = CU{«a L A} if C is cyclic and « is on a cycle in G(C).

Figure 2: Transformation rules for constraint systems
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2. If C" is a normal form constraint system then
(a) it has no equational constraints;

(b) it is acyclic;

? ?
c) its constraints are of the form 3 — (' <; a,v <, a or a > o where: o, are type
f

variables; B is a type variable or the type constant A; and v is a type variable or the
type constant B.

?
(d) for every inequality constraint of the form B — (' <; « the type variable o does
not occur on the right-hand side of other <y-inequalities or on the left-hand side of
<p-inequalities;

?
(e) for every inequality constraint of the form B <, a the type variable o does not occur
on the right-hand side of <y-inequalities or on either side of <p-inequalities.

? S
3. If C contains no constraints of the form a <, o' where a is a type variable and C =+ C’
then C' contains no constraint of that form either.

Proof: 1. Define a megastep as follows: apply any applicable rule and then apply the
equational constraint transformation rules exhaustively. It is easy to see that every megastep
terminates and that after it terminates all equational constraints have been eliminated. Let ¢
be the number of constraints; n the number of variables occurring in them; and v the number
of inequality constraints with a variable on the left-hand side. It is easy to check that every
megastep decreases the sum c+n-+2v by at least one. Consequently every sequence of megasteps
terminates.

2. By definition of normal form.
3. None of the rules introduce <j-inequalities with a variable on the left-hand side. (End of
proof) m

Normal forms are unique modulo type variable renamings. A solution S of a constraint
system C'is a ground solution if it maps all types into ground types; that is, types that contain
no type variables. We say that a ground solution S of a constraint system C' is minimal if: it
solves all <;-inequality constraints equationally; and for every type variable «, if there is any
(ground) solution S’ such that S’(«) = B and S’ solves all <-inequality constraints equationally
then S(a) = B. Clearly, a minimal solution is unique if it exists at all.

Theorem 4 FEvery normal form constraint system C has a minimal solution.

Proof: Interpret all inequalities in C' as equations. Since C' is a normal form constraint
system, by Theorem 3, part 2, these equations have a most general unifier U [LMMS87] . Let
BS be the substitution that maps every type variable occurring in U(C') to B. Since neither
U nor BS substitutes A for any type variable, all the dependency constraints in C' are trivially
satisfied. Consequently, the substitution U; BS is a ground solution that solves all <-constraints
equationally. Let S’ be any other solution with S’(or) = B that solves the <j-constraints
equationally. Since S’ is a solution a cannot be the right-hand side of an <j-constraint, and
since it solves < ;-constraints equationally there is no sequence of type variables oy, ..., aj such

? ?
that ag = «, ay, is the right-hand side of an <j-constraint, and a;_1 <p o; or a; <y ;1 for
0 <7 < k. As a consequence U maps « to B or to a type variable. In either case U; BS maps «
to B. This shows that S is a minimal solution. (End of proof) m
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By extension we define as the minimal solution of an arbitrary constraint system C' the

substitution S;U if C :54— C’, C" is a normal form, and U is the minimal solution of C’.
This proposition shows that every constraint system is solvable, and in particular that the
<f-inequality constraints in a normal form constraint system can be interpreted as equational
constraints without losing solvability. Note that this property holds for normal forms, but not
for general constraint systems.

5 Minimal Completions

The minimal solution of C'4(e) corresponds to a canonical “minimal” completion of e that has a
minimum of late-binding operators and the “most static” type annotations possible. Formally,
let C be the smallest partial order such that BC 7,7/ C A for all 7,7’ and 07 — 71 C 09 — 7
if o1 C 09,71 C 1o (c.f., [Gom89]), and extend it point-wise to lists of type assumptions. A
completion of e is minimal if the operator annotations occurring in it occur in every completion
of e and every type annotation 7 in any other completion with the same operator annotations
has a type 7’ in the corresponding position with 7 C 7' (w.r.t. to a binding-time assumption
A). For example, both (Az.xQy)@Qz and (Az : A.xQy)@Qz are completions of (A\z.zQy)Qz w.r.t.
{y: A,z : A}, but only (Az : A.xQy)Qz is minimal.

?
Since the “="-part of an inequality constraint o — o/ <y o in constraint system C(e) for

A-term e arises from applying an unannotated (early-binding) typing rule in Figure 1 whereas
its “<;”-part derives from the corresponding annotated (late-binding) type rule, the minimal
solution of Cy(e) translates into a completion of e (via Theorem 1) that has only operator
annotations where every completion of e has one. This satisfies the first half of the minimal
completion definition. From Theorem 4 it can be shown that it also “minimizes” the type
annotations since every other completion with the same operator annotations also solves the
<f-inequality constraints equationally. Thus we have the following theorem.

Theorem 5 (Minimal typing)
Every A\-term e has a unique minimal completion w.r.t. any binding-time assumption A for

This theorem extends and sharpens Gomard’s minimal completion result since his definition
of minimality does not take type annotations into account and his result is for his type system
without rule (LIFT) [Gom8&9].

6 Efficient constraint normalization

Since the transformations of Section 4 are normalizing they can be used to design an algorithm
that first normalizes a constraint system and then extracts the minimal solution from it. Instead
of using the naive normalization strategy described in the proof of Theorem 3 we present a fast
algorithm using efficient data structures whose actions can be interpreted as implementations
of (sequences of)) transformation steps.

?
This algorithm only works on constraint systems with constraints of the form o — o <;
? ?
"B < a,aa = o and a > o where a,a’,a” are type variables or the type constant A.

?
No constraints of the form a <; o are permitted where « is a type variable. Since the type
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constructor (— or B) on the left-hand side of an inequality constraint identifies uniquely whether
it is a <p- or <-inequality we shall drop the subscripts in this section. At the end of this section
it is indicated how our efficient constraint normalization algorithm algorithm can be refined to

o
accommodate constraints of the form a <j o/.

Term graphs with equivalence classes have been used for fast implementations of unification.
We shall not go into details, but refer the reader to the literature; e.g. [HK71,AHU74,Hue76,
PW78 MM82,ASU86|. The equivalence classes are represented by a system of equivalence class
representatives (ecr’s), and there are two operations available on ecr’s: find(n) for node n is a
function that returns the ecr of the equivalence class to which n belongs; union(n,n’), which
can only be applied to distinct ecr’s n,n’, is a procedure that merges the equivalence classes of
n and n’ and returns an ecr of the merged equivalence class. An analysis of efficient union/find
data structures can be found in [Tar83]. Our notation uses standard control structure dictions
and some special operations, which are explained in Figure 3. All primitive operations, apart
from union and find, can easily be implemented to execute in constant time.

A term graph representation of a constraint system C' consists of

e a term graph, representing all terms in C;
e an equivalence relation on its nodes, representing a substitution;

e a dependency list dps(n) of nodes [nq,...,ng] associated with every variable-labeled equiv-
alence class representative n, representing dependencies n > ny;

e a nonvariable node leq(n) associated with every equivalence class representative n, repre-

? ?
senting the inequality constraints leq(n) <y n or leq(n) <; n;
e a worklist consisting of

— inequality pairs (n <= n’) with n non-variable-non-A-labeled, representing inequality
? ?
constraints n <y n’ or n <, n’;

0
— equality pairs (n = n’), representing equational constraints n = n’;

e a set dynned, implemented by a Boolean-valued map on nodes, for keeping track of those
function-labeled nodes n whose children have already been set to A (“dynned”); that is,
dynned(n) is set to true at the point when for all children ¢ of n the equational constraints

c 2 A are added to the worklist.

Our algorithm delays checking for the conditions of the occurs check (see Figure 2) as long as
possible since its applicability hinges upon a global condition of the constraint system; i.e., one
that cannot be checked by simply looking at one or two constraints at a time. As a consequence
it operates in four phases.

Phase 1: For constraint system C' a term graph representation is constructed. It consists of:
a term graph representing all terms occurring in C'; the equivalence classes initialized
to consist of one node each; all dependencies n > n’, n > n”, ...for n represented by
initializing dps(n) to [n’, n”, ...]; leq(n) undefined for every node n; the worklist initialized
to all inequality and equality constraints; dynned(n) set to false for every n.

13



(General operations)
e=e¢
e <> ¢

(Operations on lists)

remove e from W

add vto W
I

L ++ L7

for x in L do
<statement>

end for;

for xin L || x"in L’ do
<statement>

end for;

(Operations on nodes)

constr(n)

children(n)
dps(n)

leq(n)

dynned(n)

(Operations on equiv. classes)

find(n)

union(n, n’)

returns true if e is equal to e’; false otherwise

returns true if e is not equal to €’; false otherwise

removes an element from (nonempty) list W and assigns
it to variable e

adds element v to the list W

denotes the empty list

concatenates lists L and L’ destructively and returns the
result

executes <statement> for every element x in list L where
L is traversed from “left to right”

executes <statement> for every pair of elements x, x’
while simultaneously and synchronously iterating over
lists L and L’ (L and L’ have the same length)

return the constructor of the nonvariable term represented
by node n

returns the list of children nodes of node n

returns a list of nodes dependent on ecr n (see dependency
constraints)

if defined, for ecr n returns a node that must be <; n or
<pn

returns true if the children ¢ of ecr n have already been
“dynned”; i.e., pairs (¢ = dyn) added to the worklist

returns the ecr of the equivalence class to which n belongs

merges the equivalence classes represented by the distinct
ecrs n, n’ and returns one of n, n’ as the new ecr of the
merged class; it returns a nonvariable-label node or a node
with leq defined whenever possible

Figure 3: Operations used in fast constraint system normalization algorithm
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while worklist <> [] do
remove e from worklist;
case e of
(n <= n’):
m := find(n); m’ := find(n’);
if leq(m’) undefined then
leq(m’) := my;
else (x leq(m’) is defined x)
m’’ := find(leq(m’));
if constr(m) = constr(m’’) then
if m <> m’’ then
_ := union(m, m’’);
for ¢ in children(m) || ¢’ in children(m’’) do
add (¢ = ¢’) to worklist;
end for;
end if;
else (* constr(m) <> constr(m’) x)
add (m’ = dyn) to worklist;
if not dynned(m) then
dynned(m) := true;
for ¢ in children(m) do
add (¢ = dyn) to worklist;
end for;
end if;
if not dynned(m’’) then
dynned(m’’) := true;
for ¢’ in children(m’’) do
add (¢’ = dyn) to worklist;
end for;
end if;
end if;
end if;
(n = n’):
m := find(n); m’ := find(n’);
if m <> m’ then

m’’ := union(m, m’);
if m = dyn then

(m, m’) := (m’, m);
end if;

if m’> = dyn then
for 1 in dps(m) do
add (1 = dyn) to worklist;
end for;
else (x m’ is variable x)
dps(m’*) i= dps(m) ++ dps(m”);
if leq(m) defined and leq(m’) defined then
(x assume w.lo.g. m = m’’ )
add (leq(m’) <= m?’’) to worklist;
end if
end if;
end if;
end case;
end while;

Figure 4: Phase 2 of efficient constraint system normalization algorithm
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Phase 2: Using the term graph representation constructed in Phase 1 a (term graph represen-
tation of a) normal form C’ for the transformation rules without the occurs check rule is
computed. See Figure 4.

Phase 3: A maximal strongly connected component analysis of (the representation of) G(C")
is performed and for every nontrivial strongly connected component an element « is taken
and the pair (« = A) added to the worklist. (Not described here; see, e.g., [AHUT74].)

Phase 4: Finally, the normalization of Phase 2 is performed again until a normal form is
reached.

The possibly cyclic “quasi-normal” form reached after Phase 2 could be interpreted, anal-
ogous to Theorem 1, with rational (regular recursive) type expressions. Phase 3 implements a

single application of the occurs-check rule 4a in Figure 2. Inserting the equations « Z A for
variables « that are on cycles in G(C") will break all cycles since all variables on cycles will be
substituted by A in Phase 4. The final result is guaranteed to be acyclic and thus (the repre-
sentation of) a normal form constraint system. The proof of Theorem 5 shows how a minimal
solution can be extracted from the normal form constraint system.

We analyze the asymptotic (time) complexity of our algorithm by amortization; that is,
by averaging the complexity of each primitive operation over the whole sequence of operations
executed by the algorithm for a given input [Tar83]. To accomplish this we associate a com-
putational potential P with a data structure and calculate the amortized cost ¢, of a primitive
operation on that data structure by ¢, = ¢+ AP where c is the actual running time of the oper-
ation and AP is the difference in potential before and after the operation, which may in general
be positive or negative. The cumulative amortized cost of a sequence of primitive operations is
then the sum of their running times plus the difference in potential before and after applying
them. As a special case we get that if the amortized cost of every primitive operation is zero and
the potential of the data structure after executing them is nonnegative, then the total running
time is bounded from above by the initial potential. In the following we define a potential on
the data structure manipulated in Phase 2 of our constraint normalization algorithm such that
every operation (in Phase 2) has an amortized cost of zero.

The data structure at the beginning of Phase 2 consists of:

1. m nodes, with n’ variable-labeled nodes, n” non-variable-non-A-labeled nodes, and a node
labeled by A;ie., n=n'+n"+1;

2. m term edges represented by the set of children lists children(n) for non-variable-non-A-
labeled nodes n;

3. i inequalities (n <= n’);
4. e equations (n = n’); and
5. d dependencies, represented by the set of dependency lists dps(n).

The size of the input to the algorithm is N = n+ m + i+ e + d. We define the potential
of the data structure manipulated in Phase 2 by associating a computational “chunk” with
the following components: equalities (n = n’) and inequalities (n <= n’) in the worklist, and
variable-labeled and non-variable-non-A-labeled ecr’s in the term graph. The potential of the
whole term graph representation is then the sum of all its associated chunks. We denote these

16



chunks by ce, ¢;, ¢y(m), cp(m), respectively, and we write ¢, for the cost of one union- or find-
operation.

ce = 3cur +0(1)

¢ = 3eup+0(1)
eu(n) = ldps(n)l(ce + O(1)) + ¢ + O(1)
cn(n) = |children(n)|(2¢c. + O(1)) + O(1)

The chunks for equalities and inequalities are constant whereas the chunks for ecr’s depend on
the ecr itself. The total potential at the beginning of Phase 2 is

Py = X,cy+ X, +ic + ece

d(ce +O(1)) +n'c; + O(n) + m(2¢ce + O(1)) + O(n") + ic; + ece
(d+n"+2m+i+e)ce +O(d) + O(n') + O(m) + O(n")

< 6Ncuf + O(N)

It can be verified that the amortized cost of every operation in Phase 2 is zero. Under common
assumptions on the presentation of the input Phase 1 takes linear time. Since the potential
is never negative, the combined running times of Phases 2 and 4 is bounded by F, by our
considerations above. Phase 3 can be implemented in linear time [Tar72|. Finally, using path
compression and union by rank (or similar union/find heuristics; see [Tar83]) for Phase 2 we get
the following theorem.

Theorem 6 A constraint system can be normalized in time O(Na(N, N)) on a pointer machine,
where N is the size of the input.

Since G(C') may be cyclic it does not appear that any of the linear-time unification algorithms
can be adapted to our problem. Consequently it remains to be seen whether there is a linear-
time algorithm for solving our constraint-systems. Note, however, that the factor a(n,n) can be
treated as a small constant in practice. We believe that our algorithm is not only asymptotically
fast, but also implementable, efficient, adaptable and responsive in practice. In particular it
appears to be well-suited for adaptation in an incremental environment (see following section).

We conclude this section by sketching an extension of the fast constraint normalization al-

?
gorithm to handle constraints of the form o <, o/, too. First we “prenormalize” a constraint
system with respect to rules 1c, 1d, and le. This can be accomplished with a linear-time reacha-
bility algorithm. During full constraint normalization subst1tut1ng A for a type variable a by rule

2¢ triggers the following actions: for all o/, o with o/ <b a and « <b o we add (B <= o) and

(A = &) to the worklist. The cost of addlng these constraints to the worklist and subsequently

processing them is dominated by the other operations of the constraint normalization algorithm.
?

So Theorem 6 also holds for constraint systems with “pure variable” constraints a <; «'.

7 Efficient binding-time analysis

The constraint system normalization algorithm of Section 6 forms the core of efficient binding-
time analysis. Theorem 5 guarantees that every A-term e has a unique minimal completion
given any binding-time assumption A for e. Our binding-time algorithm computes a minimal
completion as follows.
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1. (Construction) Construct a type constraint system C4(e) as described in Section 3.

2. (Normalization) Normalize the constraint system according to the transformation rules of
Figure 2 using the fast constraint normalization algorithm of Section 6.

3. (Minimal solution) Construct a minimal solution as described in Section 4.

4. (Annotation) Annotate (the syntax-tree of) e with operator, type and lifting annotations
using the minimal solution to get the minimal completion of e as described in Section 5.

Every type variable in the constraint normalization system is associated with a node in the
syntax-tree. The binding-time annotations of the minimal completion of e can be computed in
a single pass over the syntax-tree of e. Thus all but the constraint normalization can be done
in linear time with respect to the size of e. This proves the following theorem.

Theorem 7 The minimal completion of e w.r.t. binding-time assumption A (for e) can be
computed in time O(na(n,n)) where n is the size of e.”

Our constraint normalization algorithm can easily be adapted to an algorithm that operates
on-line under additions of constraints to a constraint system without loss in efficiency. As a
consequence the construction of the constraint normalization system and its normalization can
be interleaved efficiently. For example, it is possible to display immediately the annotations
of an untyped A-term in an interactive environment as it is being typed in at an “almost-
constant” cost per character typed. (This does not hold for deletions!) The flexibility of the
constraint normalization algorithm should make it also possible to devise a “toolbox” of binding-
time analyses for different environments by modularizing such an analysis into input and output
actions, constraint construction and constraint normalization. Notice specifically that constraint
normalization is independent of the syntax of the A-terms unlike syntax-oriented algorithms that
have to be modified every time the syntax is modified or enhanced.

We conclude this section with an illustration of how our binding-time analysis algorithm

proceeds on the A-term
(Az.x@Qy)Qz

w.r.t. the binding-time assumption {y : A, z : A}. Its syntax tree with associated type variables
is displayed in Figure 5.

The constraint system constructed from this syntax tree is®

0 <, tl
? __
A < 2
? __
A < B
_ ? _ ? _
12 —t3 <; I, t3 <, 3
? ? _
0 —3 <; t4, t4 <, t4
? ?

th—t6 <; t4, t6 <, 16

"The cost of displaying the type annotations in string form is not included since the string representation of
the type expressions may be exponentially bigger than the original input. Note this is also the case for simple
type inference and for unification!

8In Figure 5 we write “D” instead of A.
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Figure 5: A syntax tree with type variables

Normalization produces the single constraint

?
A—A < f t4
and the substitution expressed by

t0,t1,12,t3,13,15,16,16 — A
t4 — 4.

The minimal solution of the remaining constraint is the substitution
t4 — A— A

Thus the minimal competion of Az.x@y)Qz is the well-annotated A-term
(Az : A.zQy)Qz.

These annotations signal to a partial evaluator that the outer application can be evaluated
statically whereas the inner application is deferred until the values for y and z become available.

8 Summary and directions for future research

Higher-order binding-time analysis can be viewed as a type inference problem for unannotated
or partially annotated A-terms in a two-level A-calculus. We have shown that this type infer-
ence problem can be factored into: construction of type constraint systems with equational,
conditional-equational, and specialized kinds of inequality constraints; transformation of this
system into a normal form; and extraction of a “canonical” solution from the normal form.
We have presented a higher-order binding-time analysis algorithm that can be implemented in
almost-linear time. This improves on previous work in that our algorithm is guaranteed to
produce minimal completions, yet its running time is almost linear; as such it is asymptotically
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more efficient than previous binding-time analysis algorithms. Since the data structures we use
are known to behave well in practice, we expect our algorithm to be also very fast in practice.
The class of type constraint systems in this paper and our efficient constraint system nor-
malization algorithm are of independent interest since they can be used to solve other analyses;
in particular, we have applied it successfully to the description and design an efficient type
inference algorithm for a dynamic typing discipline [Hen91].
Several problems might be addressed as a continuation of this work:

e Binding-time analysis has been cast in different conceptual frameworks: abstract inter-
pretation, projection analysis, and type inference. What is their relative expressiveness
for a given language? What is the computational complexity of these various problem
formulations of binding-time analysis, and what is the complexity of already existing for-
mulations?

e Can the type system with type A be generalized to an ML-style polymorphic system?
What are its properties?

e In our system “lifting” is restricted to first-order values. But higher-order lifting is both
possible and useful in practice, as exemplified in Similix [Bon90b]. What happens when
lifting for static functions and “induced” lifting for arbitrary partially static structures
and functions are also permitted?
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